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Abstract

Misinformation in online spaces can stoke mistrust of
established media, misinform the public and lead to rad-
icalization. Hence, multiple automated algorithms for
misinformation detection have been proposed in the
recent past. However, the fairness (e.g., performance
across left- and right- leaning news articles) of these al-
gorithms has been repeatedly questioned, leading to de-
creased trust in such systems. This work motivates and
grounds the need for an audit of machine learning based
misinformation detection algorithms and possible ways
to mitigate bias (if found). Using a large (N > 100K)
corpus of news articles, we report that multiple standard
machine learning based misinformation detection ap-
proaches are susceptible to bias. Further, we find that an
intuitive post-processing approach (Reject Option Clas-
sifier) can reduce bias while maintaining high accuracy
in the above setting. The results pave the way for accu-
rate yet fair misinformation detection algorithms.

Introduction
The growth of social media has resulted in an increasing
number of users consuming, sharing, and even producing
online news. On the positive side, this has democratized
news and information by reducing the agenda-setting con-
trol of large professional news outlets. On the negative side,
this has left the public unprotected from the spread of mis-
information by stripping out the gate-keeping role of tradi-
tional media (Shoemaker and Vos 2009). The lower barriers
to entry, combined with the monetized network structure of
social media, have contributed to the rapid proliferation of
misinformation online. Indeed, false information on Twitter
is typically retweeted more often, and far more rapidly, than
true information, especially when the topic is related to poli-
tics (Vosoughi, Roy, and Aral 2018). Decision-making based
on misinformation entails potential social costs. It poses se-
rious threats to democratic institutions by misinforming the
public (Allcott and Gentzkow 2017), deepening political di-
visions (Faris et al. 2017), fueling mistrust of legitimate me-
dia (Guess et al. 2021), reducing demand for accuracy (All-
cott and Gentzkow 2017), and even leading to radicalization
and violence (Greenhill and Oppenheim 2017). Therefore,
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verifying online news and preventing the spread of misin-
formation is critical for enabling trustworthy online environ-
ments and protecting democracy.

The traditional way to verify online news via manual fact-
checking has become difficult (or almost impossible) due to
the enormous volume of information that is generated and
disseminated online. This problem has led researchers and
platform developers to devise automated algorithms to de-
tect misinformation based on the content and the patterns
of the news (Conroy, Rubin, and Chen 2015). However, the
very algorithms that are intended to fight off one threat (mis-
information) may inadvertently be falling prey to another
critical threat (bias of the automatic detection algorithms).

To some extent, the problems of algorithmic bias are the
same as those of human-based decision-making. For exam-
ple, multiple politically right-leaning groups have accused
Facebook and YouTube’s content moderators to be in fa-
vor of the political left (Cummings 2018; Koebler and Cox
2018; Jiang, Robertson, and Wilson 2020; Darcy 2021).
However, the impact gets amplified with the application of
automatic algorithms that scale the process dramatically. In
recent years, machine learning algorithms have been found
to systematically discriminate and favor one group over an-
other based on demographic characteristics in multiple do-
mains (e.g., automated decisions on parole or college admis-
sion) (Calmon et al. 2017; Buolamwini and Gebru 2018).
It is possible that misinformation detection algorithms also
may exhibit bias, but in this case, based on the political lean-
ing of the news in question. If such discrimination exists, it
can lead to the erosion of public trust online and exacerbate
political polarization. Hence, it is important to audit misin-
formation detection algorithms for political bias and redress
problems, if found.

The main research questions in this work are:
RQ1: Are misinformation detection algorithms suscepti-

ble to bias in terms of political leaning?
RQ2: Can the level of bias in misinformation detection

algorithms be reduced while maintaining accuracy?

Related Work
Misinformation Detection Scholars have used various
terms to describe the phenomenon of misinformation. “Mis-
information” is an umbrella term used to represent false
or misleading information, whereas “disinformation” repre-



sents false information that is “purposely spread to deceive
people” (Lazer et al. 2018). Other scholars see misinforma-
tion and disinformation as symptomatic of a broader “in-
formation disorder” plaguing the media environment (e.g.,
(Wardle and Derakhshan 2017)). The term “fake news”
has been used to describe news articles that are “intention-
ally and verifiably false and could mislead readers” (All-
cott and Gentzkow 2017) or “fabricated information that
mimics news media content in form but not in organiza-
tional process or intent” (Lazer et al. 2018). Media analyses
have found strong structural similarity between “fake news”
and traditional journalism (Mourão and Robertson 2019;
Tandoc Jr, Thomas, and Bishop 2021); “fake news” is thus
understood as a form of “genre blending” that combines “el-
ements of news ideals with features exogenous to the nor-
mative model of professional journalism: misinformation,
sensationalism, clickbait, and bias” (Mourão and Robertson
2019).

Although some scholars have moved away from the term
“fake news” given its use by politicians and others to under-
mine news that they perceive to be disagreeable, we follow
others (Mourão and Robertson 2019; Grinberg et al. 2019;
Tandoc Jr, Thomas, and Bishop 2021) in retaining the “fake
news” label to refer to media sources that publish false, mis-
leading, hyperpartisan, and sensational content. We also use
the term “misinformation” to refer to media content that
is false or misleading, and use labels provided by News-
Guard (https://www.newsguardtech.com/) to operationalize
it. NewsGuard is a company that employs expert journalists
and follows journalistic norms to rate the credibility of news
and information websites.

Scholars, policymakers, and media professionals continue
to make efforts to stem the flow of misinformation (Lazer et
al. 2018). One potential technological approach entails the
use of algorithms to detect misinformation online. Misinfor-
mation detection has been studied in two broad ways: by
analyzing the content of misinformation and by analyzing
the spread of misinformation. The former examines content-
related features (e.g., textual and images properties), and the
latter focuses on network features of the spreading phenom-
ena in assessing the authenticity of the news articles (Zhou
and Zafarani 2020; Singh, Ghosh, and Sonagara 2021;
Potthast et al. 2017).

In previous literature, the credibility of news has typi-
cally been estimated based on the general reputation of the
source concerning known fact-checked claims. Most works
on misinformation detection which relied on source-level la-
bels assumed that all articles from the source are equally
reliable or unreliable depending on the reputation of the
medium (Horne et al. 2018; Grinberg et al. 2019). For ex-
ample, (Horne et al. 2018) trained machine-learning algo-
rithms to predict whether the news article is coming from
a factual or unreliable source. In their work, the assump-
tion was that all news articles from a given source share
the same credibility level. We also follow this approach by
evaluating misinformation at the level of news sources rather
than at the level of individual news articles. We do this for
two reasons. First, the source of the news article often de-
termines the presence of misinformation, based on the pro-

cesses of the publisher (Grinberg et al. 2019). According to
(Lazer et al. 2018), media outlets that publish false news
tend to lack strong journalistic “norms and processes for
ensuring the accuracy and credibility of information.” Sec-
ondly, there is a dearth of fine-grained labels which have
been defined at the news article level. State of the art cre-
ation of machine learning algorithms for misinformation de-
tection focuses on source level labels for misinformation
(Nørregaard, Horne, and Adalı 2019; Grinberg et al. 2019;
Sitaula et al. 2020); hence, it makes sense for the bias anal-
ysis to be undertaken at the same resolution.

Political Asymmetry in Misinformation Dissemination
of and susceptibility to misinformation occurs asymmetri-
cally across the political spectrum. Research by (Faris et al.
2017) points to a broader asymmetry in the U.S. political
media ecosystem that bears on the flow and uptake of mis-
information on the political right . Their analysis finds that
conservative media are more partisan and more insular than
left-leaning media. This relative insularity allows for mis-
information and misleading claims from politically extreme
sites to more easily receive amplification and legitimation
within the right-wing media sphere.

Political psychology research points to additional asym-
metries in the media use and preferences of liberals and con-
servatives. Studies have shown that how physically threat-
ened or fearful an individual feels is one of the key factors
that predicts whether an individual holds conservative politi-
cal attitudes (Napier et al. 2018; Jost et al. 2017). In turn, re-
search has found that liberals and conservatives are drawn to
different types of political media based on their psycholog-
ical characteristics; for example, conservatives are attracted
to information that monitors for threats and is aggressive
in tone (Young 2019). Other research has demonstrated that
liberals and conservatives are swayed by different features of
persuasive message appeals (Jost and Krochik 2014). There-
fore, it is plausible that misinformation targeting conserva-
tive and liberal audiences may use different mechanisms
(e.g., news frames, emotional appeals, linguistic attributes,
etc.) based on assumptions about what might appeal to and
influence the intended audience.

Given the ideological asymmetries in the production, pro-
liferation, and interpretation of political misinformation, it is
possible that algorithms could be biased in their detection of
misinformation in left- versus right-leaning news. In other
words, potential differences between left- and right-leaning
news may have implications for the fairness of algorithms
to detect misinformation. Thus, any solutions for combat-
ing misinformation must take ideological asymmetry into
account (Lazer et al. 2018).

Algorithmic Fairness The potential issues of the
(un)fairness of machine learning algorithms are not limited
to misinformation detection algorithms. Various algorithms
are applied to make important decisions that were made by
humans. However, even with the best intentions, data-driven
machine learning algorithms can inherently reflect existing
social biases or introduce new ones. The emerging literature
on fair machine learning algorithms has identified multi-
ple ways that the algorithms can make a discriminatory



decision. Some of the common scenarios for algorithmic
bias include when (a) input data has unequal representation
from different groups, (b) historically there is not enough
positive outcome for the unprivileged group, and when (c)
the algorithm processes are (deliberately or inadvertently)
designed to yield unequal decisions (Kamishima et al. 2012;
Lepri et al. 2018). Accordingly, techniques to mitigate
algorithmic bias attempt to modify the process of the
training data (pre-processing), the learning algorithms
(in-processing), and the prediction (post-processing) (Lepri
et al. 2018).

More specifically, pre-processing techniques focus on op-
timizing the data before it goes into any algorithms. For
instance, disparate impact remover tweaks feature values
to increase fairness while preserving rank-order within the
group. In this way, it allows each of the considered groups
(e.g., political-left and political right) to have equal oppor-
tunities to score high on the considered features (Feldman et
al. 2015).

To counter the bias stemming from the algorithm pro-
cesses themselves, an in-processing technique such as
adding a “regularizer” can be used. Regularizer acts as a
prejudice remover by penalizing discriminatory outcomes
generated by an algorithm (Kamishima et al. 2012). Sim-
ilarly, with the adversarial debiasing technique, classifiers
learn to minimize an adversary’s ability to predict sensitive
features (Alasadi, Al Hilli, and Singh 2019).

Post-processing techniques are often used when it is im-
possible or undesirable to change the incoming data or the
(potentially proprietary) algorithms. Reject Option Classifi-
cation approach, one of the post-processing techniques, ap-
plies rejection options and labels instances to reduce dis-
crimination (Kamiran et al. 2018). More specifically, it tries
to balance the outcomes of algorithms by giving desirable
outcomes to the unprivileged group and giving undesirable
outcomes to the privileged group in the “critical region” i.e.,
the area near the decision boundary.

Regardless of how algorithmic bias is mitigated, the above
techniques share a common idea: responsibility for the so-
cial impact generated by algorithmic decision-making. As
algorithms are products that involve both human and ma-
chine learning, redressing the potential bias inherent in the
algorithms is a step forward toward accountable machine
learning systems (O’neil 2016).

The issue of human bias in identifying misinformation has
been addressed in some of the previous literature. For exam-
ple, Babaei et al. (Babaei et al. 2021) have investigated the
biases in the human process of identifying fake news. Raza
et al., (Raza, Reji, and Ding 2022) have identified ways to
identify bias (e.g., use of gendered language) within articles
and ways to reduce them.

However, no research has been done on political asym-
metry in the algorithms automatically predicting misinfor-
mation. In this work, we address the problem of identify-
ing and reducing discriminatory decisions made by misin-
formation detection algorithms based on the political iden-
tity of the news source. Particularly, we focus on the sce-
nario where there is an unequal representation of politically
left- and right-aligned sources in the training data and hence

potentially impact fairness in misinformation detection al-
gorithms.

Materials and Methods
We used the NELA-2018 dataset (Nørregaard, Horne, and
Adalı 2019) for analyzing bias in misinformation classifica-
tion. The original dataset contained 713k news articles with
source-level labels for credibility and political leaning, com-
piled from several data sources including NewsGuard, Pew
Research Center, Wikipedia, BuzzFeed, and others.

We relied on credibility labels from NewsGuard for
multiple reasons. First, NewsGuard’s labels cover the
highest percentage (35%) of the entire sample. Sec-
ond, it follows a rigorous labeling process. NewsGuard
(https://www.newsguardtech.com/) utilizes trained journal-
ists rather than algorithms to assess the credibility and trans-
parency of news websites. Their analysis creates a points
system across 9 dimensions to derive an overall label for
credibility. In addition, they allow respective news outlets to
comment on the assigned ratings before making them public.
Finally, NewsGuard’s methodology has been used in recent
misinformation detection literature (Nørregaard, Horne, and
Adalı 2019; Singh, Ghosh, and Sonagara 2021).

Similarly, we relied on BuzzFeed’s labels for political
leaning (i.e., left vs. right), as the labels cover 36.3% of the
sample in the dataset. We excluded news articles that did not
have labels from both BuzzFeed and NewsGuard, leaving
102k articles for further analysis.

The dataset includes political leaning as a sensitive feature
(i.e., the dimension to be considered for fairness), having
two categorical values (left-aligned and right-aligned). Out
of 102k data points, 37.5k points (approximately 36.7%) be-
longed to left-aligned sources. The remaining 64.5k points
belong to right-aligned sources. Table 1 presents a list of
news sources in the dataset, their respective number of arti-
cles, political leanings, and credibility (e.g., real/fake).

Feature Design
Machine learning literature suggests two major approaches
to feature extraction: deep learning and hand-crafted ap-
proaches. With large computational resources such as a large
dataset, recent deep learning approaches can yield high ac-
curacy. However, they often work as black boxes and do
not provide interpretability for the feature extraction (Zihni
et al. 2020). Meanwhile, hand-crafted machine learning ap-
proaches are often designed by domain experts. These ap-
proaches are more interpretable because the role of individ-
ual features is more obvious compared to the deep learn-
ing approaches. Furthermore, they tend to work well even
with the modest size of data and computational resources
available. We consider interpretability as an important as-
pect of our work on fairness in machine learning algorithms,
and hence follow the route of theory-driven and hand-crafted
feature extraction approaches.

The features were identified based on a combination of 1)
the concepts of journalistic news values, 2) relevant theories,
and 3) the array of recent empirical studies on misinforma-
tion detection.



News Source Number of
Articles

Political
Alignment

Real/Fake

Shareblue 2134 Left Fake
MotherJones 1128 Left Real
Alternet 4816 Left Real
Politicus
USA

4018 Left Real

Palmer
Report

3539 Left Fake

Crooks and
Liars

2465 Left Real

Salon 1702 Left Real
MediaMat-
tersforAmer-
ica

2316 Left Real

Bipartisan
Report

4060 Left Fake

MSNBC 6604 Left Real
Raw Story 3719 Left Real
Daily Kos 994 Left Fake
Drudge
Report

18884 Right Fake

FrontPage
Magazine

892 Right Fake

Instapundit 15479 Right Fake
Breitbart 1877 Right Fake
Fox News 3106 Right Real
CNS News 5263 Right Real
News Busters 3240 Right Real
Infowars 2518 Right Fake
Bearing Arms 1193 Right Real
National
Review

5129 Right Real

Real Clear
Politics

7206 Right Real

Daily Signal 308 Right Real

Table 1: News sources, number of articles, political align-
ment, and credibility.

Journalistic news values refer to journalists’ “shared oper-
ational understanding that informs the mediated world that
is presented to news audiences” (Tandoc Jr, Thomas, and
Bishop 2021). We focused on deviations from journalistic
news values (e.g., objectivity, balance) (Tandoc Jr, Thomas,
and Bishop 2021; Lazer et al. 2018) when identifying rele-
vant features in misinformation detection algorithms.

In addition, theories in psychology and social science
(e.g., social identity theory, four-factor theory, Undeutsch
hypothesis, information manipulation theory) grounded our
selection of the features. Undeutsch hypothesis suggests that
the factual statement differs from a fabricated or fictitious
statement in content style and in quality (Amado, Arce,
and Fariña 2015). Information manipulation theory states
that extreme information quantity exists in deceptive state-
ments (McCornack 1992). According to the four-factor the-
ory (Zuckerman, DePaulo, and Rosenthal 1981), lies are ex-
pressed differently in terms of arousal, emotion, and think-
ing from the truth. Social identity theory suggested that
awareness of one’s group membership justifies maintaining
social distance from the out-group, and this social distance
is explained by the feeling of less acceptance, trust, or liking
of the out-group members (Ashforth and Mael 1989). This
out-group animosity is a powerful predictor of the sharing

of political misinformation. Similarly, in-group favoritism
is also used in misinformation because individuals tend to
see what is favorable to their partisan orientation (Rathje,
Van Bavel, and van der Linden 2021).

These theories helped us consider the difference between
reliable contents and deceptive contents in terms of lin-
guistic style of the texts (Amado, Arce, and Fariña 2015;
McCornack 1992), subjectivity (Amado, Arce, and Fariña
2015), emotional expressions (Zuckerman, DePaulo, and
Rosenthal 1981), and social identity manifestations (Ash-
forth and Mael 1989).

Finally, after reviewing the relevant empirical studies, we
identified four broad categories of features: structure, sub-
jectivity, sentiment, and social identity. The detailed expla-
nations of the four categories of features are present below:

1. Structure: this category consists of the features describ-
ing the organization of the content into different stylistic
structures, such as the syntax, text style, and grammatical
elements of news content and title. Following the theories
of the Undeutsch hypothesis and information manipula-
tion theory and an empirical study (Zhou et al. 2020), we
used features such as “number of words,” “average words
per sentence,” and “number of question marks” and com-
plexity measures (e.g., Flesch-Kincaid readability index).
Complexity measures were computed using the Textstat
Python library, and the other features were computed us-
ing LIWC (Pennebaker et al. 2015).

2. Subjectivity: this category consists of the features that
provide evidence of an effort to convey a certain opin-
ion or viewpoint rather than facts. The category of sub-
jectivity was considered as the deviation from the jour-
nalistic news value of “objectivity,” impartially pursuing
the evidence and demonstrating faith in “facts” (Schudson
1981). Also, Undeutsch hypothesis theoretically grounds
that a fictitious statement differs in quality from a true
statement. A recent study added empirical evidence to the
theory that more than half of the articles published by un-
reliable news sites contained the personal opinion of the
author(s) (Tandoc Jr, Thomas, and Bishop 2021). There-
fore, we used “cognitive processes” (e.g. cause, know,
ought), “perceptual processes” (e.g., look, heard, feeling),
and “informal language” (e.g., swear words) categories
and their subcategories from LIWC 2015 (Pennebaker et
al. 2015) as the features in this category.

3. Sentiment: this category refers to the emotion-arousing
aspects of the news stories that contain misinformation.
Theoretically, lies are expressed differently in terms of
arousal, emotion, and thinking from the truth (Zucker-
man, DePaulo, and Rosenthal 1981). Empirically, senti-
ment features such as positive words, negative words, ex-
clamation marks, and sentiment polarity were used in ma-
chine learning algorithms to detect misinformation (Bond
et al. 2017; Zhou et al. 2020). Based on the four-factor
theory and the empirical studies, we included the “emo-
tional tone” (i.e., positive, neutral, and negative emotions)
(Hutto and Gilbert 2014) and “affective processes” cate-
gory (e.g., happy, cried) and its subcategories (e.g., anx-
iety, sadness) from LIWC 2015 (Pennebaker et al. 2015)



as the sentiment feature to detect misinformation.

4. Social Identity: this category consists of the features that
reveal the qualities or beliefs that make a particular group
different from others. Social identity theory (Ashforth and
Mael 1989) and prior literature confirmed that readers
are more easily persuaded by the use of social identity
words, such as second-person pronouns (e.g., you), that
are unlikely to appear in reliable news articles (Horne
and Adali 2017; Singh, Ghosh, and Sonagara 2021). Fol-
lowing the theory and the previous literature, we selected
“personal pronouns” category and its subcategories from
LIWC 2015 (Pennebaker et al. 2015), “liberal identity
words” (e.g., left-wing, democrat), “conservative identity
words” (e.g., right-wing, republican), and “moral words”
(e.g., guilt, innocent, blame) from the dictionaries created
by (Osmundsen et al. 2021).

Table 2 shows the summary of the features that were used
in this study. Note that some of the features did not fall ex-
clusively under one category. In this case, we organized the
features under the most relevant category in the context of
the current study. In addition, we computed separate values
of each feature for the title and the body of the news arti-
cles. This is because not only the content of the news articles
but also the news titles are a strong factor in distinguishing
misinformation from reliable news (Horne and Adali 2017).
Given that the news titles are short in length, some structural
features (e.g., number of paragraphs) were computed only
for the body of the news article.

Pre-processing and Model Training
Before applying any of the machine learning algorithms, the
missing values were filled with the median values of cor-
responding features. To reduce the impact of features with
high variance, features were standardized by centering their
mean to zero and by scaling them to unit variance.

The obtained features were passed to several classifi-
cation algorithms. Based on a survey of recent literature
on machine learning algorithms for misinformation detec-
tion (Singh, Ghosh, and Sonagara 2021; Fang et al. 2019;
Shu et al. 2020), we considered five frequently used algo-
rithms: Logistic Regression, Support Vector Machine, Deci-
sion Tree, Random Forest, and Multilayer Perceptron Neural
Networks. Each of these was implemented using the Sci-kit
Learn library (Pedregosa et al. 2011).

We split the dataset in a random manner where 80% of the
dataset was set aside for training the machine learning algo-
rithms and the remaining 20% was utilized as a test-set. The
split is performed in a stratified manner using labels. This
ensures that the proportion of real and fake news articles in
train and test sets are same. We ran all the algorithms for
100 iterations and the Random Forest approach yielded the
highest accuracy (see Table 3; details follow). Since there
is often a trade-off between accuracy and fairness (i.e., as
fairness increases, accuracy decreases), the model with the
highest accuracy (Random Forest) was picked as the base-
line model for further inspection of its fairness towards the
sensitive feature (i.e., political leaning). The Random Forest

model has 100 estimators/number of trees in the forest with
no limits on the maximum depth of the forest.

Auditing for Bias
We selected ‘political leaning’ as the sensitive feature in this
work. Given multiple recent claims that media platforms fa-
vor articles from politically left-leaning sources in moder-
ation (Cummings 2018; Koebler and Cox 2018), we con-
sider articles from right-aligned sources to be the unpriv-
ileged group when empirically auditing the algorithms for
bias. Note that this sensitive feature is not part of the train-
ing data but is used at test time to compute various fairness
metrics.

There are multiple interpretations of algorithmic fairness
such as maximizing utility for groups or respecting various
rules such as individual rights and freedoms (Duster 1996).
In the current study, we follow John Rawl’s interpretation
of distributive justice which equates fairness and justice, ar-
guing broadly that fairness is “a demand for impartiality”
(Rawls 1999). In other words, the algorithm should yield
similar outcomes for different groups irrespective of their
demographic description. Focusing on the notion of distribu-
tive justice, we consider an algorithm to be fair if its perfor-
mance does not vary for news articles from the politically
left- and right-aligned news sources.

There exist at least two different interpretations within
the above mentioned distributive justice paradigm to quan-
tify bias. One approach focuses on equal predictive perfor-
mance, i.e., an equal ability to identify the “ground truth” la-
bels for the two classes. We consider one such metric: delta
accuracy, in this work. It is easy to interpret and follows nat-
urally from the traditional accuracy metric, which remains
an unquestionable goal for any classification system.

The other interpretation focuses on the concept of “dis-
parate impact,” i.e., when a facially neutral practice has an
unjustified adverse impact on members of a protected class
(Civil Rights Act 1964). This approach questions the valid-
ity of past “ground truth” data that is used to train algo-
rithms. For instance, while using SAT scores to decide on
college admissions may “appear” to be objectively fair, it is
near impossible to tease apart the impact of systemic injus-
tices which yield poorer SAT scores for under-represented
minorities. Hence, irrespective of the learning data and the
learning process, this interpretation would require that dif-
ferent demographic groups have equal probability of posi-
tive outcomes. In fact, in the US legal system, a process is
considered biased, irrespective of the intent of the designers,
if there is less than 0.8 under-representation in the proba-
bility of positive outcome for a demographic group (Civil
Rights Act 1964; Feldman et al. 2015). We consider two re-
lated metrics based on this line of reasoning: disparate im-
pact and statistical parity difference, in this work.

Delta accuracy Delta accuracy indicates the difference in
the accuracy of samples belonging to the privileged and un-
privileged groups. If delta accuracy is not zero, it means that
the algorithm is classifying more accurately on one group of
samples than on the other.

∆acc = acc(S = unprivileged) − acc(S = privileged) (1)



Types of Features Features Theoretical Support Empirical Support

Structure Title and Body: Number of words, Number of nouns,
Number of verbs, Number of Adverbs, Number of Ex-
clamation marks, Number of question marks, Number
of quotation marks, complexity
Body only: Number of sentences, Number of para-
graphs, Average sentences per paragraph, Average
words per sentence, Average punctuation per sentence,
Average characters per word

Undeutsch Hypothesis
(Amado et al., 2015), In-
formation Manipulation
Theory (McCornack,
1992)

Zhou et al., 2020, Horne
& Adali, 2017

Subjectivity Cognitive processes, Perceptual processes, Informal
language

Undeutsch Hypothesis
(Amado et al., 2015)

Tandoc et al., 2021

Sentiment Affective processes, Positive/Neutral/Negative senti-
ment

Four-factor theory
(Zuckerman, 1981)

Bond et al., 2017, Zhou et
al., 2020

Social Identity Personal pronouns, moral words, liberal identity words,
conservative identity words

Social Identity Theory
(Ashforth, 1989)

Singh et al., 2020, Rathje
et al., 2021

Table 2: Summary of features that were used to build machine learning models

where acc is accuracy and S is the sensitive feature.

Disparate impact Disparate impact (DI) captures the ratio
of the probability of favorable outcomes being assigned by
the algorithm for the unprivileged group compared to that
of the privileged group. Ideally, the value of the disparate
impact needs to be 1.0.

p(Ŷ = 1|S = unprivileged)

p(Ŷ = 1|S = privileged)
(2)

Statistical parity difference Statistical parity difference
(SPD) calculates the difference in the probability of favor-
able outcomes obtained by the unprivileged group to that of
the privileged group. A favorable outcome in the considered
setting would be to get assigned a “real” label (as opposed to
a “fake” label) for the news article. For an ideal fair model,
the statistical parity difference is expected to be zero.

SPD = p(Ŷ = 1|S = unprivileged) − p(Ŷ = 1|S = privileged) (3)

Following recent literature on fairness in machine learn-
ing, bias audit was undertaken via a statistical t-test on the
means of the abovementioned fairness metrics for the two
(left-aligned and right-aligned) groups (Alasadi, Al Hilli,
and Singh 2019; Singh and Hofenbitzer 2019).

Bias Reduction Approach
Reject Option Classification (ROC) proposed by (Kamiran
et al. 2018), was used as a bias reduction approach in this
study. ROC is a post-processing algorithm that makes the
pre-trained classifier discrimination-aware at the time of pre-
diction. It is useful for a broad range of applications (Kami-
ran et al. 2018; Iqbal, Karim, and Kamiran 2019), as it does
not require any changes in the classification algorithm, nor
does it amend or pre-process the dataset before applying the
classification algorithm.

ROC labels the instances from the unprivileged groups
that lie in the critical region (i.e., near the decision boundary
in which labels are difficult to identify) as desirable labels.
Similarly, the instances belonging to privileged groups that
lie in the critical region are assigned an undesirable label. A
classifier that predicts the posterior probability p(Y|X) for

an instance X closer to 1 or 0, assigns the label with confi-
dence. However, if the same classifier predicts the posterior
probability closer to 0.5, it gets into the dilemma of decid-
ing the appropriate label. If an instance belonging to the un-
privileged group lies in the critical region, then that label is
assigned a positive label (Y +), otherwise, it is assigned a
negative label (Y −). The rest of the instances belonging to
the unprivileged group that lie outside the critical region are
classified as per usual; meaning that if the posterior probabil-
ity of P(Y +|X) is greater than P(Y −|X), then the instance
is classified as positive, otherwise, it is classified as negative.

Using the IBM AIF360 library (Bellamy et al. 2018), we
implemented the ROC algorithm (optimization metric = sta-
tistical parity difference) and ran the classification algorithm
100 times with each iteration having a shuffled version of the
dataset.

Note that a classification algorithm is considered to have
become less biased if there are changes in the metrics for
bias defined above. Specifically, a less biased algorithm will
yield reduced delta accuracy and statistical parity difference,
and the disparate impact score will get closer to 1.0.

Results
Misinformation Classification Results with
Different Algorithms
Table 3 summarizes the average results obtained after 100
rounds of experiments for the different algorithms consid-
ered. As can be seen, the best performing automated ma-
chine learning algorithm (Random Forest) achieved 87.85%
accuracy at automatically classifying the credibility of the
news article. Random Forests outperforming other algo-
rithms is consonant with trends reported in the past lit-
erature, and the obtained accuracy results are also within
the range reported in the current state of the art in mis-
information detection (Singh, Ghosh, and Sonagara 2021;
Zhou and Zafarani 2020).

The three most predictive features for the classification
algorithm remained consistent over the 100 iterations. They
were the neutrality (sentiment) of the article, the number of
words in the title, and the number of words in the article.



The mean values for these features for the four groups:
left+true, right+true, left+false, and right+false are shown
in Figure 1. The differences in the values for these features
across true and false news appear to be different depending
on the political leaning of the article. For instance, while
right+true articles were more neutral toned than left+true ar-
ticles, right+false articles were less neutral toned than the
left+false articles. Similar transposition occurs in the case of
“number of words in news articles,” while the effect is less
pronounced in the case of “number of words in title.” These
results suggest that political leaning can play an important
role in mediating the production of misinformation.

Auditing Misinformation Detection Algorithms for
Political Bias
The accuracy levels achieved with different algorithms when
focusing only on the left-aligned and right-aligned sources,
and the delta between them, are also shown in Table 3. As
can be seen, the level of accuracy varied across algorithms
but there was no clear trend of the accuracy being better for
the left-leaning or right leaning articles. The accuracy was
higher for right-leaning articles when using two algorithms
while it was lower in other three algorithms. Importantly, all
such differences were below 4%.

On the other hand, we found a strong deviation from the
ideal values of 1.0 and 0% respectively in terms of Dis-
parate Impact and Statistical Parity Difference metrics. The
DI scores were consistently below the legally required level
of 0.8, indicating that the unprivileged group (political right)
had significantly lower odds of getting a positive label from
the algorithm. A statistical t-test comparing the obtained DI
values with the ideal value of 1.0 showed that the results
were statistically significantly different from the ideal val-
ues (p-values < .001) for all five algorithms.

The trends were similar in terms of Statistical Parity Dif-
ference. All five algorithms provided noticeably lower prob-
ability of positive outcomes for the political right (values
ranged from -16% to -25%). The observed SPD values were
statistically significantly different from the ideal value of 0
(p-values < .001) for all five algorithms.

In summary, while there were minor differences in terms
of accuracy across left and right, there were significant dif-
ferences between the odds of a positive outcome being as-
signed to a news article based on its political leaning. These
results will not be able to meet the legal standards of parity
expected (Feldman et al. 2015) and hence, it is important to
reduce this bias.

Reducing Algorithmic Bias in Misinformation
Detection
We utilized the ROC post-processing method for bias reduc-
tion and the various fairness metrics after that process are
reported in Table 4. For comparison, the results before bias
reduction are also presented.

The most noticeable differences were those in Disparate
Impact and Statistical Parity Difference fairness metrics. For
Disparate Impact (ideal value = 1.000), the value moved
from 0.6038 (before) to 0.9340 (after). For Statistical Par-
ity Difference (ideal value = 0%), the value changed from

-25.29% to -3.86%. Both these changes were large improve-
ments in terms of fairness and were found to be statistically
significant based on a t-test (p-values < .001).

At the same time, there was a modest dip in overall ac-
curacy from 87.85% to 82.67%. There was also a small in-
crease in the absolute value of delta accuracy from 1.36% to
1.98%. However, given that accuracy stays above 80% and
delta accuracy stays below 2%, we consider these changes to
be reasonable trade-offs for the much bigger improvements
obtained in terms of the DI and SPD fairness metrics.

Discussion
This study reported on the performance of the misinforma-
tion detection algorithm in terms of the political leaning of
the news source and the potential to reduce the discrimina-
tory performance of the algorithm using the ROC technique.

The first research question in this work was: (RQ1) Are
misinformation detection algorithms susceptible to bias in
terms of political leaning?

As shown in Table 3, the results indicated that the multi-
ple misinformation classification algorithms performed dif-
ferently based on political leaning of the news source. While
the differences in terms of delta accuracy were small (<4%),
there were noticeable differences in terms of Disparate Im-
pact and Statistical Parity Difference.

While prior literature motivated an audit on the relative
performance of misinformation detection algorithms across
political left and right, the precise nature of bias found was
unexpected. The bias was found to be lot more noticeable
in terms of some metrics (DI, SPD) and not as noticeable or
consistent in terms of others (delta accuracy). This motivates
future work with more fine-tuned hypothesis development in
the space of algorithmic bias in political information.

A potential reason for the observed difference in the prob-
abilities of the positive outcome for left and right might lie
in the skew present in the dataset used. This work used one
of the largest datasets available for this analysis (> 100k ar-
ticles with labels for political leaning and true/false news),
but the “ground truth” labels had a nearly 80% higher prob-
ability of true labels for the left leaning articles.

This could partially be a function of the reported higher
prevalence of fake news on right leaning channels (Faris et
al. 2017). At the same time, conservatives already are con-
cerned about bias in political fact-checks (Shin and Thor-
son 2017), content moderation (Usher 2018), and platform
regulation (Darcy 2021). For instance, the suspension of the
(then) US President Donald Trump from Facebook was con-
sidered unfair by multiple stakeholders, and underscores the
need to build approaches that are fair and auditable by third-
parties (Darcy 2021). Hence, it is unlikely that the conser-
vative population will be accepting of a fake news detector
that has a noticeable higher probability of assigning positive
outcomes for left-leaning articles. In fact, the value of well-
created algorithms lies in being able to create equitable al-
gorithms despite having to work with skewed datasets. This
is a challenge, and multiple bias reduction approaches have
been proposed in recent literature (Bellamy et al. 2018).

The second research question in this work was: (RQ2)



Figure 1: Average values for the four groups (true+right, true+left, false+right, false+left) for the three most predictive features
in the misinformation classifier.

Method Accuracy Left Accu-
racy

Right Accu-
racy

Delta Accu-
racy

Disparate
Impact

Stat. Parity
Difference

Random Forest 87.85% 86.98% 88.34% -1.36% 0.6038 -25.29%
Decision Tree 81.05% 82.19% 80.40% 1.79% 0.6485 -22.86%
Logistic Regression 63.89% 61.49% 65.27% 3.78% 0.7319 -16.06%
Multi Layer Perceptron 78.30% 79.47% 77.62% 1.86% 0.6709 -20.93%
Support Vector Machine 64.04% 62.05% 65.19% -3.14% 0.7437 -15.56%

Table 3: The average accuracy and fairness levels for various models used for misinformation detection after 100 iterations.

Metric Ideal Value Before Bias Reduction After Bias Reduction
Accuracy 100.00% 87.85% 82.67%
Delta Accuracy 0.00% -1.36% -1.98%
Disparate Impact 1.0000 0.6038 0.9340
Statistical Parity Difference 0.00% -25.29% -3.86%

Table 4: Comparison of delta accuracy, statistical parity difference and disparate impact before and after bias reduction pro-
cessing. Average values after 100 iterations using Random Forest classifier.

Can the level of bias in misinformation detection algorithms
be reduced while maintaining accuracy?

Based on the observation in the considered dataset, we
found that the ROC bias-reduction approach is effective in
reducing the disparity in the performance of misinformation
detection algorithms across the political leaning of the news
source. As shown in Table 4, in terms of DI and SPD (the
fairness metrics with noticeable issues in the before condi-
tion), there was a noticeable improvement in fairness upon
applying the ROC bias-reduction approach, and the level of
accuracy was still above 80%. Given that the trade-offs be-
tween fairness and accuracy are common in similar studies, a
modest decrease in accuracy with significant improvements
in bias reduction was considered reasonable (Pessach and
Shmueli 2020).

To increase public confidence in misinformation detec-
tion practices and subsequent corrections, it is critical to es-
tablish fairness in misinformation detection algorithms, to-
ward which this study makes an important first contribution.
Moreover, improving the fairness of misinformation detec-
tion algorithms helps ensure that the practices used to deter
the spread of misinformation are not inadvertently exacer-
bating existing asymmetries in the political media environ-
ment or introducing new ones.

The current work has some limitations. It focused on
source-level labels for misinformation and political lean-
ing. Yet not all articles published by a particular source

are uniformly reliable vs. unreliable (Mourão and Robert-
son 2019) or conservative-leaning vs. liberal-leaning. In fu-
ture research, it will be important to explore and extend these
results by developing article-level labels. Also, we acknowl-
edge that there are other approaches to build misinforma-
tion algorithms and reduce bias than discussed in this work.
For instance, going beyond textual features, the misinforma-
tion detection algorithms can also use image features or net-
worked propagation features for improving accuracy. Hence,
the work undertaken cannot be considered a final word in
this space. Rather, its contribution lies in motivating and
grounding a new research direction: political bias audit for
misinformation detection algorithms and identifying ways to
reduce such bias.

Conclusion
This paper grounds the use of political-leaning as a sensitive
feature to study fairness in misinformation classification al-
gorithms. The audit of the existing misinformation classifi-
cation algorithm revealed that the probability of obtaining a
positive outcome from the algorithm varied significantly de-
pending on the political leaning. This disparity in the perfor-
mance was found to be reduced noticeably after the applica-
tion of a bias reduction algorithm (ROC) without modifying
the discriminatory data or tweaking a specific classification
algorithm. The results significantly move forward the liter-
ature on misinformation classification, particularly with po-



litical leaning as a sensitive feature. Future work could con-
sider reducing bias in misinformation detection algorithms
at the article-level, and a newer approach to creating fair
and accurate misinformation news classification algorithms
to develop and maintain trustworthy online environments.

The results also have implications for our understanding
of political media. The disparity in the algorithm’s perfor-
mance points to potential differences in the structure and
features of conservative versus liberal fake news articles
and/or in their overlap with traditional news. This offers an
important area for future research in media and journalism
studies.
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