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ABSTRACT
Our vision is to achieve societally responsible secure and trust-
worthy cyberspace that puts algorithmic and technological checks
and balances on the indiscriminate sharing and analysis of data.
We achieve this vision in a holistic manner by framing research
directions with four major considerations: (i) Expanding knowl-
edge and understanding of security and privacy perceptions and
expectations in vulnerable groups, which significantly contribute
to their unwillingness to share data, and use that knowledge to
drive research in (a) mitigating missing/imbalanced data problems,
(b) understanding and modeling security and privacy risks of data
sharing, and (c) modeling utility of data sharing. (ii) Developing a
risk-adaptive, policy model capable of capturing and articulating
security and privacy expectations of users that are relevant in a
particular context and develops associated technology to ensure
provenance and accountability. (iii) Developing robust AI/ML al-
gorithms that are transparent and explainable with respect to fair-
ness and bias to reduce/eliminate discrimination, misuse, privacy
violations, or other cyber-crimes. (iv) Developing models and tech-
niques for a nuanced, contextually adaptive, and graded privacy
paradigm that allows trade-offs between privacy and utility. To-
wards this, in this paper we present the SAFE-PASS framework
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1 INTRODUCTION
The flood of data available via tracking users’ activities online and
in social media, via surveillance and smart sensing and the ad-
vances made in Big Data, AI, and ML for classifying, interpret-
ing, and analyzing this data, hold tremendous potential for bet-
tering the quality of life and health of the world. Unfortunately,
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the indiscriminate use of the data and associated technologies dis-
proportionately and negatively impact vulnerable groups via ex-
ploitation of inherent biases in data and algorithms, misclassifi-
cation, opportunities for malicious misinterpretation and misuse,
leading to further privacy leakage. Cybercrimes centered around
compromised / comprising information disproportionately affect
these groups, since they are often motivated to maintain a low
profile for a variety of reasons. They are also very much depen-
dent on surrogates (or proxies) to help carry out many of their
day-to-day activities. This indirection translates to larger opportu-
nities for data breaches andmisuses. Unfortunately, often there is a
translation/interpretation gap of security and privacy requirement
specification, services delivered, and/or alerts and messages when
conveyed through the proxies, resulting in poorer inculcation of
trust in technology for vulnerable groups.

The goal of this work is to explore socio-technical approaches to
support privacy, accountability, security, and safety (PASS) that can
help create the next generation of responsible information technol-
ogy systems designed to make a positive difference for the vulner-
able population, while providing stewardship, advocacy, fairness,
and empowerment (SAFE). Towards this goal, we propose a new
vision of societally responsible security and privacy called SAFE-
PASS. The research towards achieving SAFE-PASS is inter-discipli-
nary in nature requiring advances in security, privacy and trust,
risk modeling, machine learning, algorithmic fairness, computa-
tional social science, data analytics and management, software en-
gineering, formal methods system design, data, geriatrics, health
and well-being, and societal systems suitable for the vulnerable
population.

The organization of this paper is as follows: We identify some
defining characteristics of vulnerable groups in Section 2 and dis-
cuss how we choose two representative groups to study in the
SAFE-PASS context. Section 3 discusses the SAFE-PASS vision to-
wards achieving privacy, accountability, security and safety for
our vulnerable groups. This is followed by a discussion on the re-
search that we are undertaking towards achieving this vision in
Section 4. In particular, Subsection 4.1 gives an overview of our re-
search in adaptive policies and accountability, Subsection 4.2 dis-
cusses our approach to utility-driven adaptive policies, Subsection
4.3 presents the research in AI/ML algorithmic fairness and bias
and Subsection 4.4 describes the SAFE-PASS technology realiza-
tion architecture. We conclude with some parting thoughts in Sec-
tion 5.

2 CHARACTERISTICS OF VULNERABLE
GROUPS AND THEIR SECURITY AND
PRIVACY CHALLENGES

VulnerableGroups: While reference to vulnerable populations in
medical healthcare, ethics, and legal research abound and several
protective guidelines exist to offer special protections of the vulner-
able population (see for example, [4]), the concept of vulnerability
and hence the criteria using which a particular population can be
deemed as vulnerable remains ambiguous. Often, vulnerable pop-
ulations are identified explicitly as children, prisoners, pregnant

women, handicapped, mentally disabled, economically disadvan-
taged, or educationally deficient. To support our perspective of de-
signing secure data-driven approaches, we consolidate our obser-
vations from the literature into characterizing vulnerable groups as
those that meet one or more of the following criteria: (i) Inability
to make informed decisions and hence requiring proxy/surrogate
with appropriate power of attorney. (ii) Susceptible to being un-
duly influenced by others to a degree that might be detrimental
to their well-being. (iii) Limited capability for self-protective ac-
tions from intended or inherent risk and consequently dependent
upon others for their well-being. (iv) Limited in their freedom to
act, speak, or think as they want without hindrances or restraints.
Have no control over or awareness of how their data is used (that
can lead to discrimination, unfair treatment, and data monetiza-
tion). (v) May experience intense fear for their safety because of
earlier experiences in life. In addition, we characterize vulnerable
populations into two categories: (a) Those who are explicitly vul-
nerable, i.e., whose status as being part of a vulnerable group itself
is not sensitive ( e.g., elderly living in assisted living facilities), and
(b) Those whose vulnerable status is itself sensitive and must be
hidden to appropriately protect them (e.g., victims of human traf-
ficking, or those who might not have a legal status to stay in the
country).

While SAFE-PASS research on building responsible IT systems
of the future will transcend across diverse vulnerable groups, to
bring focus to our research and to leverage our ongoing collabora-
tions, we work closely with two representative groups – (a) Elderly
population living alone or a in shared/assisted-living facilities, and
(b) Victims of human trafficking. The former belongs to the explic-
itly vulnerable group exemplifying the criteria (i)-(iv) above while
the latter belongs to the hidden vulnerable group exemplifying the
criteria (ii)-(v).

Information Technology and its Evolution The past two
decades have witnessed unparalleled advances in technology: Peo-
ple connected to each other, network in the hands of everyone,
and knowledge and services on demand. More recent advances in
sensing and actuation and ambient intelligence via big data ana-
lytics (BD), artificial intelligence (AI) and machine learning (ML)
hold enormous potential to benefit these vulnerable groups. At the
same time, the untrammelled and unrestricted use of the same tech-
nology, coupled with issues related to flaws, and algorithmic biases
and fairness, can equally cause enormous harm to the same groups.
The following two scenarios illustrate this dichotomy between the
positive and negative implications of technology.

Example 1: Alice, elderly lady, living alone: Smart technology cur-
rently exists that canmonitor Alice discreetly or sensewhether she
has fallen. Imagine the near future. A smart robot assistant is the
24/7 companion of Alice. The smart robot assistant holds the hand
of the woman and assists her while she moves around her room. It
guides her to the balcony to watch the sunrise and the sunset. It
opens the door to let Alice’s grandchildren in when they visit her.
The assistant keeps in safe custody her living will, various powers
of attorney, medicine schedule, and even her health records. One
day, Alice feels dizzy and faints. The smart assistant summons the
medics, lets them in. The medics in turn coordinate her care with a
remote doctor who administers a pill of smart medical nano-bots
for Alice to take. The nano-bots provide a detailed image of the
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aneurysm in her brain to the remote doctor and allow the doctor
to precisely perform a surgery to fix the problem.

Data sharing and misuse causing human rights violation: On the
urging of her granddaughter who is working on a class project,
Alice sends in her DNA sample to 23AndUs taking advantage of
a company promotion offering free genetic testing for family tree.
Unfortunately, she could not read the (really) fine print. She thinks
the “23” refers to the number of chromosomes in the human kary-
otype. Little did she suspect that the “23” meant the number of in-
terested data aggregators to whom 23AndUs has passed along her
DNA and its immutable biometric. Annoying at first, but then the
unthinkable happens, and there is a global pandemic whose indi-
vidual severity is dependent on the extent and location of operons
that modulate the expression of both intron and exon (intervening
and expressed) sequences in the DNA. The data, long since shared
with the partners of 23AndUs, is now mined to find individual sus-
ceptibility to a yet undiscovered variant of COVID-22. Finally, the
mined DNA finds itself on the web from where the neighborhood
restaurant comes to know about Alice’s susceptibility. The restau-
rant owner refuses to let Alice be seated for dinner.

Example 2: Jane, victim of human trafficking, rehabilitating in her
home: Jane is extremely fearful for her physical safety and a breach
of her confidential information can mean life or death for her. Jane
has installed Ringo 3.0, a new biometric (face and eyes) recognition-
based security system, for her house. Ringo 3.0 is also a safety net
for her; it can take Jane’s picture, selectively remove features to
protect her sensitive information and then analyze it to understand
her specific situation and provide necessary support. Jane interacts
with the outside world via a case worker who visits her regularly
to help in her therapy and recovery. Then COVID-19 strikes, and
the case worker is no longer reachable. Ringo 3.0 connects Jane
with a chat-bot case worker which steps in place of the human
case worker.The chat bot pulls up information from Jane’s security
system and guides, advises, and comforts her to relieve her anxiety.
One day Jane believes she heard the voice of one of her tormentors
and begins to hyperventilate. The security system alerts the chat
bot which summons an autonomous vehicle to take Jane to safety.

Algorithmic bias and fairness problem leading to discrimination
and significant mental trauma: Ringo 3.0 has been a big safety net
for Jane. However, Ringo 3.0 was updated with a new ML model
based on a broader training set. This results in false negative er-
rors for those least represented in the training data. Jane now finds
herself locked out of her own house and left explaining herself to
the police officers who arrive when alerted by Ringo 3.0. One day
Jane starts to become fearful again. Ringo 3.0 assesses the situation.
However, Jane is paranoid. Her demeanor and language used in so-
liloquy lead Ringo 3.0’s algorithm to believe that there is a hidden
intruder in the house who is involved in human trafficking. Ringo
3.0. directly contacts the police. A new police officer comes, and
arrests Jane based on information shared by Ringo 3.0.

Why are these vulnerable groupsmost impacted?Themar-
ginalized, economically disadvantaged, and those in the lowest quin-
tile of income are most affected by these breaches. This is because,
as shown in Figure 1, the use/misuse of poorly designed technology
and indiscriminate use of data lead to problems with privacy, ac-
countability, security, and safety, negatively impacting the well-
being of vulnerable groups.Their reliance on surrogates who often

have more access to their sensitive information makes them more
susceptible to persuasion, extortion and other crimes of compro-
mised data and misinformation.
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Figure 1: Data flow across poorly designed technology re-
sults in security, privacy and fairness issues for vulnerable
groups

Vulnerable groups, especially the hidden vulnerable, are often
not part of the training population of AI/ML models. They do not
know who has access to their data and/or how it is used and so are
fearful about sharing data. Data imbalance and missing data result
in benefits skewed in favor of the privileged elements of society.
Instances of discrimination via mis-categorization and misidenti-
fication (such as in obtaining health insurance, in spread of mis-
information, in lending or job searches) that can be attributed to
biases in the data and/or the techniques are increasing.These prob-
lems often arise from measurement error, misclassification, and
selection bias in the data, in addition to adversarial attacks on the
data. Biases can also be introduced by the handling and transfor-
mation of data throughout the ML processing pipeline including
model development and deployment. There has been an increase
in cyber-crimes, such as phishing and social engineering attacks,
cyber-extortion, cyber-bullying, and cyber-stalking, resulting from
leaked and compromised private data and from manipulated and
misconstrued data. The latter can often be directly attributed to
different biases that result in mis-categorization.

Resources available to more privileged group to protect them-
selves against these problems are much less readily accessible to
vulnerable groups. There are also fewer and fewer opportunities
of inculcating trust in technology.There is frequently a translation
/ interpretation gap of security and privacy requirement specifica-
tion, services delivered and/or alerts andmessages when conveyed
through the surrogates. For instance, the vulnerable people may
want to take shortcuts OR at least not want to enable aspects like
two factor authentication to “keep things simple” and not ““unnec-
essarily trouble” their surrogates.While data sharing, data analysis
etc. have immense value, the benefit value must be explained to in-
culcate trust in the system.
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3 THE SAFE-PASS VISION
What is SAFE-PASS? We envision a fundamentally transformed
society where security and privacy (S&P) techniques are designed
and used in a trustworthy and explainable manner, where privacy
is not an all-or-nothing property but is nuanced based on the value
of revealing information to the data owner, where vulnerable groups
are not victimized by S&P and associated BD/AI/ML technology
solely because they fail to understand how the technology works
or understand if it is working against their best interests, and begin
to appreciate where S&P comes into play to help them.

SAFE-PASS is envisioned around a new societally responsible
data integration, analysis and sharing paradigm for S&P, termed
Selective Secrecy and Structural Transparency. This is a computa-
tionally reflective model [33, 35]. In a reflective architecture, a self-
observing, introspecting meta-system continuously observes the
state of the underlying system/platform at various granularities,
analyze the collected observations and enable the system to adapt
to perturbations and changes associatedwith information flow.The
resulting execution model follows an “Observe - Analyze - Adapt”
(O-A-A) loop.

Under this new S&P paradigm, Selective Secrecy involves judi-
ciously providing strong levels of security and privacy to shared
data by default and updating the levels based on situational aware-
ness and an evaluation of the utility of the sharing. It requires eval-
uating the trade-offs between privacy and security risks and the
utility of sharing keeping the expectations of vulnerable groups in
mind.The expectations are driven by fairness and explainability. It
requires newer ways of policy specification, design, analysis, and
provable enforcement. Structural Transparency involves enabling
questions such as, “what information about me is out there,” “am
I being misidentified or miscategorized,” “is my information being
used against me,” or “is the data requested too invasive,” to be asked
and answered and preventive actions to be taken. It requires a fun-
damental shift in how data is collected, extracted, aggregated, and
shared. It requires careful consideration of data integration, feature
selection, modeling development and deployment. It requires new
foundational results in provenance for ML models for operational-
izing transparency, accountability, auditability and debugability.

Through the proposed research in SAFE-PASS,we aim to achieve
stewardship, advocacy, fairness, and empowerment of vulnerable
groups in privacy, accountability security and safety. Stewardship
involves developing technology for the selective secrecy and struc-
tural transparency of vulnerable groups and guiding them to make
informed decisions.Advocacy involves proactively evaluating tech-
nology via working with partnering organizations to raise aware-
ness, identify, develop, and adopt best practices, policies and tech-
nologies and disseminate knowledge. Fairness is achieved by de-
veloping tools and techniques that mitigate biases and augment
data to emphasize vulnerable groups. Finally, Empowerment results
from additional means of safe and private access to information
via education and training. We are hopeful that SAFE-PASS would
help to re-vitalize the social contract that our ancestors wrote for
a representational democracy.
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Figure 2:The SAFE-PASS approach to achieving societally re-
sponsible S&P systems

4 RESEARCH PATHWAYS TOWARDS
ACHIEVING SAFE-PASS

The SAFE-PASS approach to achieving selective secrecy and struc-
tural transparency is shown in Figure 2.

It involves research in four different but interlinked areas: (1)
Adaptive Policies and Accountability, (2) Utility Driven and Usable
Adaptive Policies, (3) Fair and Unbiased Big Data / AI / ML, and
(4) Adaptable and Scalable Systems and Technology. The expecta-
tions of vulnerable groups in sharing data and the utility of shar-
ing (benefits, perceived or not-perceived but explainable) drives
the policies research in pathway (1). These policies drive our re-
search in areas (2) and (3) to provide societally responsible means
of data collection, extraction, aggregation and sharing. Finally, the
algorithms and techniques are implemented in research (4). In the
following, we give an overview of the research and explore chal-
lenges and next steps to bring the vision of SAFE-PASS to fruition.

4.1 Adaptive Policies and Accountability
Policies in systems may arise through regulations, such as GDPR
[31], laws to protect the vulnerable population (see for example,
[5, 6]), or in the form of preferences by the individuals (either
through the vulnerable population, by themselves, or through their
surrogates). The first challenge in supporting policies is to extract
them from regulations and/or elicit them from individuals. Orga-
nizational policies including regulations such as GDPR are often
expressed in natural languages which raises challenges of ambigu-
ity in their interpretation. Another challenge arises from the se-
mantically higher level of abstraction at which these policies are
expressed to be understandable to humans. For instance, depend-
ing upon the vulnerable group, there could be sensitivity associ-
ated with leakage of the precise location and/or daily routine of
an individual. Such a semantically higher-level observation about
individual’s location could be inferred through, often innocuous,
lower-level data which, if accessible to the adversary, could lead to
leakage. Our prior work has shown numerous situations wherein
data captured through sensing devices (e.g., motion sensors, power
sensors) could lead to leakages of social, cultural, religious, and
health-related habits (e.g., smoker/non-smoker) [24].
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SAFE-PASS goal is to protect sensitive data of vulnerable groups
and provide fine-grained access to the various stakeholders where
the security and privacy needs are context dependent. This access
to data needs to be evaluated against potential risks to vulnerable
population as well as the potential for abuse and attacks. With this
in mind, we focus on several key areas:
Policy requirements elicitation: Security, privacy, and account-
ability policies are derived from artifacts expressed in natural lan-
guages. These include privacy and security concerns expressed in
surveys, organizational rules, and state and federal regulations. Fo-
cus group interviews following a semi-structured approach[25, 30]
can be conducted with multiple stakeholders including vulnerable
group members, their personal caregivers, health/service profes-
sionals, and system designers to understand the privacy and secu-
rity needs of the vulnerable populations and how they differ from
those in the general population. The themes emerging from this
analysis (e.g., via grounded theory) can help frame the design re-
quirements.
Policy model generation: Manual inspection of requirements docu-
ment reveals the components of interest from the policy formaliza-
tion perspective. These include statements pertaining to policies,
attributes of the various stakeholders, characteristics of the data,
and the context of data sharing. Formal models of policies, that al-
low for controlled delegation and context representation are being
developed. SAFE-PASS focuses on automated formal policy genera-
tion from natural language statements. Most works in this area use
rules or linguistic features of the language [1, 38] and focus only
on resource access control without considering obligation, context-
based, or administrative policies. Instead, contextual pre-trained
transformer-based language models [7, 32] can be used and com-
bined with semantic role labeling units like [23, 26] that are used
to discover the predicate-argument structure in a sentence.
Policy analysis and evolution: As we continue to generate ap-
propriate policies from requirement specification we need to ana-
lyze the policies to determine if the policies have any conflict and
if they are consistent. Two policies conflict if one policy allows
access to certain data while the other one prevents access. The re-
lationships among the various data must also be considered in this
regard. For example, if access to generalized data is prohibited to
some given entity, but access to more specific data is allowed, it
represents a conflict. A formal analysis will help expose such in-
consistencies using which errors can be corrected or appropriate
conflict resolution policy will be chosen. For consistency purposes,
it is necessary to ensure that the formal policy model complies
with the underlying rules and regulations, expressed in natural lan-
guages. In this regard we also need to ensure that the enforcement
rules comply with the formal models [12]. This can be challenging
when the policies are enforced through algorithms implemented
on devices having different form factors and capabilities, and we
need to formally prove that these enforcement rules conform to
our policy models. More research is needed in this area.

Note however, that policy analysis is not just an one-time ef-
fort. Policies are subject to change, attributes of users and data
may change, and the context of accessmay change. Our framework
should be able to support such evolution by understanding the na-
ture of such changes and their impacts on the system. The support
for dynamic policies [27], where policies are changed while they

are deployed is essential in such cases. For example, if a caregiver
is found to be untrustworthy, then his access must be revoked im-
mediately even though he may be performing some tasks. Most
models check for access before execution of an operation; if access
privileges are changed while operations are executing no action is
taken. A policy framework that supports dynamic policies where
the type of change can be automatically analyzed to decide as to
whether to continue or abort the operation is needed [28].
Evaluating risk of data access: In a dynamic and context depen-
dent environment, it may be impossible to foresee all the situations
in advance. Thus, a risk estimation strategy is needed for a risk-
based access control approach. Access decisions need to be based
on the risk associated with either granting or not granting the re-
quest. This risk is computed by analyzing the situation at hand,
and taking into consideration contextual parameters such as the
requestor’s credentials, current access rights, history of past ac-
tions, etc. Together with the domain experts, we are working on
identifying the relevant informative features. Most prior work on
risk-based access control attempts to quantify the risk when the
decision is known in advance [3, 8, 22, 29]. In this case, the correct
decision may be unknown. Hence our approach is to investigate
how the access control decision can be extrapolated in the presence
of incomplete information and give a measure of risk if we make a
wrong decision. A key line of work is focused on quantifying the
associated risk of providing access throughML based classification
models. Here, it is critical to extract the most appropriate features
from existing data, which may require different transformations,
such as counting the number of successful access requests in the
past, categorizing user credentials, etc. There are also many differ-
ent techniques for classification which have differing tradeoffs in
terms of accuracy, scalability, and utility. The prediction probabil-
ity obtained from each classifier can be considered as evidence and
an overall risk score by using Dempster-Shafer’s theory of belief.
To avoid issues of algorithmic accountability, the contextual access
control approach needs to provide justifications of why access is
being granted or denied (e.g., change of user credentials, change
in contextual parameters, etc.). In this context, this evaluation pro-
cess is inter-related to the research in bias and fairness of AI/ML
algorithms discussed in Section 4.3.
Analyzing access and data usage for potential abuse and at-
tack: It is also important to evaluate the potential for abuse of re-
leased data (see, for example, report of elderly people’s data be-
ing advertised as ”These people are gullible. They want to believe
that their luck can change,” [9]).This requires a privacy-preserving
anomalous activity detection system. At the lower level, based on
history, only certain activities that could be potentially anoma-
lous will be reported to the anomaly detection system. For exam-
ple, for the vulnerable elderly population, any payment to non-
white-listed accounts (e.g., utility companies could be whitelisted)
and/or above a certain threshold (e.g., any payment above $1000)
could be reported. This way only a limited amount of data would
be disclosed for anomaly detection purposes. Once the potentially
anomalous activity is reported, a ML model can further analyze
the activity. Since the data available for building models for the
vulnerable population is limited, we need to explore the setting
where a generic anomaly detection built for the general population
could be tailored for the vulnerable population. More specifically,
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we need to explore how recent advances in transfer learning could
be applied in this domain, thus limiting the amount of vulnerable
population data needed to train the model.
Adaptable policy configuration: To provide secure and privacy-
preserving services to vulnerable populations, it is important that
only legitimate access is granted at the right level of granularity.
While this sounds like a traditional access control problem, there
aremany additional challenges in the context of vulnerable popula-
tions that require solutions beyond traditional access control. The
key problem is that a static predetermined access control policy
may not be easily formulated or even appropriate in such situa-
tions. Furthermore, it is difficult, if not impossible, to explicitly lay
out all the possible access control decisions at the start, especially
at the different data granularities. Here, it is necessary to develop
an easy, automatically configurable access control system that can
identify and ensure context dependent security constraints to en-
sure safety and security. It should be possible to build on prior
work for dynamic coalitions [37]. Formal access control models
operate under the principle that a user’s request to a specific re-
source is honored if there is an explicit policy specifying that the
user can access that resource. However, it is not feasible to ex-
plicitly specify a complete security policy. In such cases, access
should be allowed prospectively based on the “need-to-know” re-
quirement of a specific situation and based on the history of past
actions. Alternatively, while legitimate access requests are allowed,
they are retroactively examined to assess the legitimacy of the ac-
tion through accountability/auditing measures. Here, since human
resources are limited, inappropriate accesses need to be prioritized
to enable quick investigation. Both approaches enable different se-
curity/utility/efficiency tradeoffs which can be appropriate for dif-
ferent contexts.

4.2 Utility-Driven Adaptive Policies
Ensuring privacy in the context of vulnerable population poses
unique challenges – too little privacy protection can potentially
dis- courage the vulnerable groups to communicate about their sit-
uations due to their privacy and safety concerns, while too much
privacy (e.g., large noise added due to a privacy mechanism) would
make vulnerable populations invisible to the world and to those
who would help – creating a lack of visibility.

Privacy solutions, today, lie at an extreme on the privacy axis
at the cost of final benefits offered to the stakeholder. In contrast,
our goal is to provide an adaptive, context driven framework that
emphasizes overall benefit to the vulnerable population and finds
a reasonable trade-off for privacy. This idea is illustrated in Figure
3.

To that end, we need solutions that take the context of vulner-
able populations into account. For example, referring back to the
example of elderly lady Alice living alone, the classifier in Alice’s
(elderly person) smart assistant determines that Alice has fallen
based on a limited set of sensory data, to preserve her privacy, but
with low probability. So, the smart assistant probes more intimate
sensory data to be sure that Alice has, indeed, fallen to determine
if the medics should be called. However, if with the limited data,
the classifier could confidently determine that Alice had not fallen,

Figure 3: The data privacy versus data utility tradeoff

the probe of additional sensory data is not required. The realiza-
tion of such an adaptive approach raises many challenges on how
privacy should be defined as unlike differential privacy (DP) char-
acterized by a single privacy parameter, in this context, different
data may have associated different privacy parameters. This multi-
plicity of parameters is based on the level of privacy a) one could af-
ford while meeting utility guarantees based on adaptive queries, b)
be a result of the sensory data quality that varies from one client to
the other, c ) privacy preferences elicited by each user and so forth.
Prior work on one-sided differential privacy [16] for example, pro-
vides yet another newmodel that exploits partial sensitivity of data
to support increased utility (by allowing more data to be shared)
while ensuring strict privacy properties on pre-identified sensitive
parts of the data. The adaptive nature of our approaches thereby
allows for integration of privacy/security into a framework that
has an observe-analyze-adapt loop. Towards our goal of achiev-
ing context-aware adaptive privacy, we need to explore numerous
complementary approaches identified below starting with produc-
ing new privacy models relevant for vulnerable populations. We
discuss how to use these new privacy models to develop privacy-
risk aware ML framework. Finally, we discuss how these ML mod-
els are to be leveraged to develop minimally invasive monitoring
for vulnerable populations.
Developing enhancedmodel for privacy of vulnerable popu-
lations: The risk to privacy is higher for the vulnerable population
as it is exceedingly difficult for them to understand the impact of
their privacy-related options/decisions on their data privacy and
security; and hence, becomemore susceptible to privacy violations.
Differential privacy (DP), which is the state-of-the-art model for
privacy, is not always a good fit for settings where the accuracy
of sanitized data is exceedingly important for the healthy survival
of vulnerable population. This is becuase DP involves introducing
noise to the base data to sanitize it, which is why in the accuracy
of such applications suffers immensely.

Let us say we have an algorithm 𝐴 : 𝐷 → {0, 1} to detect if
an event 𝐸 (e.g., seizure) has occurred (i.e., 1) or not (i.e., 0). The
algorithm makes this decision based on the given data 𝑥 ∈ 𝐷 (i.e.,
the set of all databases). The data contained in 𝑥 is sensitive, and
we want 𝐴 to be privacy-preserving (i.e., it protects privacy of the
sensitive information) without compromising on the accuracy of
the detection.
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Differential privacy (DP) is the state-of-the-art model for pri-
vacy but it is not a good fit for such settings because under DP
the accuracy of such applications suffers immensely. Thus some
relaxations of DP have been proposed to fine-tune the the utility-
privacy trade-off in the favour of detecting 𝐸. To fine-tune such
trade-offs, one-sided differential privacy [16] exploits the partial
sensitivity of the data, protected differential privacy [15] uses the
label of a record, and sensitive privacy [2] employs outlyingness of
records. When a record’s sensitivity can be defined based on itself
(i.e., it can be definedwithout the other records), then one-sidedDP
and protected DP can admit privacy-preserving mechanisms that
have practically meaningful accuracy. However, when the sensi-
tivity of a record is determined by the database it belongs to, it is
necessary to resort to sensitive privacy, or generalize some of the
notions (e.g., neighboring databases) in one-sided and protected
DP.

In some situations, however, it is possible that a combination
of the two (or more) different mechanisms—which are private un-
der different notions—provides the desired utility-privacy trade-
off. For instance, computing a final output using two partial results,
one obtained via a sensitively private mechanism and the other us-
ing a one-sided DP mechanism, gives better accuracy. Thus, we
will build a privacy model that enables us to analyze the problems
for this setting and is able to quantify privacy under such a hy-
brid model of privacy. For this we plan to use tailored differential
privacy [18], which provides a way to quantify and analyze the
privacy of such hybrid models.
Privacy Risk-aware ML framework for vulnerable popula-
tion: Over the years, many privacy attacks against machine learn-
ing (ML) models ranging from model inversion to membership in-
ference have been launched [13]. Using differential privacy emerged
as the main protection against these attacks. Although differen-
tial privacy mechanism provides important protections, empirical
evaluations have shown that, in many cases, the 𝜖 value required
for protecting against a certain attack (e.g., model inversion attack
where sensitive attribute is predicted) may totally kill the utility of
the ML model [10]. Therefore, finding the privacy parameter (e.g.,
𝜖 in differential privacy or other privacy-parameters for a new pri-
vacy model like the one suggested in the previous task) that pro-
vides desired utility and adequate protection against attacks may
not be always feasible.

We envision a complementary approach that is based on feasi-
ble attack based risk modeling against vulnerable population and
incorporating pre-processing (e.g., modify data before it is used
by differentially private or any other privacy definition support-
ing learning mechanism) and post-processing techniques (e.g, pro-
vide a wrapper for a given classifier to reduce model inversion at-
tack) combined with carefully selected privacy parameters (e.g. 𝜖
for differential privacy) to get good utility and adequate protection
against realistic privacy attacks. Such attack modeling based risk
assessment are in common use in several security domains.
Minimally invasive monitoring: Decision support technology
often uses machine learning models (such as classification) to ana-
lyze collected data to support both short term interventions, such
as, in Example 1, Alice’s smart assistant may have a classifier to
detect falls and call the paramedics if required, to long term adapta-
tions, for example, Alice’s smart assistant can find trends in Alice’s

general health and recommend her when it might be time to go to
the doctor. Even though more accurate ML models could poten-
tially be built using our privacy-risk aware ML framework above,
still they do not provide any guarantees on the quality of data out-
put. Decision support tasks require guarantees on the quality of the
output, especially for false negatives that may prevent timely inter-
ventions. Decision support systems for the vulnerable population
pose an interesting dichotomy for privacy preserving technology:
Decision confidence and privacy put contrasting requirements on
the amount of data released.

Our work explores a radically new concept of minimally inva-
sive monitoring (MIM) that attempts to resolve the above paradox.
The envisioned MIM approach changes the objective to achieve
a (probabilistic) bound on utility while optimizing (maximizing)
privacy, instead of just optimizing for utility all the while imple-
menting strong privacy guarantees (as is done traditionally). The
utility constraint, itself, is set in a conservative manner such that
the decision support task results in a limited level of false nega-
tives. Decision support tasks such as classification or queries can
often be implemented in a manner such that false negatives can
be arbitrarily decreased at the cost of increasing false positives.
Such a strategy of using generalization/specialization to control
the tradeoff between false negatives and positives is broadly ap-
plicable in classifiers. The envisioned approach exploits such an
observation to support guaranteed utility while maximizing pri-
vacy. A MIM framework can, thus, be viewed as a progressively
invasive system that explores data in the context of a monitoring
task through a coarse filter with an elevated level of privacy but ex-
plores the data using a finer filter more invasively only if it passes
through the coarse filter. Consider, again, the scenario in Exam-
ple 1. The classifier in Alice’s smart assistant determines that Alice
has fallen based on a limited set of sensory data, to preserve her
privacy, but with low probability. So, the smart assistant probes
more intimate sensory data to be sure that Alice has, indeed, fallen
to determine if the medics should be called. However, if with the
limited data, the classifier could confidently determine that Alice
had not fallen, the probe of additional sensory data is not required.
The realization of the MIM raises a large number of challenges -–
how should privacy be defined since unlike DP characterized by
a single privacy parameter, in MIM, different data may have asso-
ciated different privacy parameters based on the level of privacy
we could afford while meeting utility guarantees; how do we sup-
port MIM algorithmically so as to get the requisite utility while
ensuring privacy; how do we ensure fairness and absence of bias
since in MIM different individuals may be monitored at different
levels of privacy based on the needs of the task. Furthermore, since
MIM allows adaptive invasive exploration, it could be susceptible
to misuse. Mechanisms to implement accountability via evidence
demonstrating need for invasive exploration must be supported to
build in checks and balance in the system.

4.3 Fair and Unbiased Big Data, AI and ML
SAFE-PASS employs cutting edge AI/ML techniques to deliver as-
sistive services to vulnerable populations. Thus one of our goals is
to address problems of implicit biases in data collection, extraction,
fusion, model learning, and analytics that could lead to malicious
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discrimination, unfairness, misrepresentation, denial of access to
services and/or inadequate engagement. In addressing fairness and
bias, the first key question is to identify attributes that are sensi-
tive and need to be protected. In our context, such attributes could
include features such as race, social status, economic status, level
of active involvement of family in a person’s well-being, etc. A fair
algorithmic solution must ensure that such factors do not influ-
ence the machine learning models learnt, or decisions taken, in a
discriminatory manner. Further, there is a need to design fairness
mechanisms that provide equitable performance without the need
to explicitly identify certain people as trafficking victims.

While designing fair and ethical approaches in algorithmic de-
cision making have gained significant ongoing research attention
[20], supporting the PASS technologies in the context of the vul-
nerable population raises several new challenges. For instance, a
key to building trustworthy machine learning solutions is explain-
ability and transparency.We need to also consider explainability in
a broader sense of explaining decisions to potentially cognitively
impaired due to their vulnerability. The concept of explainability
also spreads to system and model developers to ensure that the
models being learnt do not inadvertently include biases such as
bias based on cognitive level of the individual. Another critical
challenge is to design monitoring systems to detect bias and/or
ensure fairness when models are applied to dynamically incom-
ing data. This is especially pertinent when dealing with vulnerable
populations as the operating conditions may change rapidly due to
changes in health status, cognitive ability, and threats from exter-
nal agents. Hence, the provenance of the models/decisions needs
to be maintained and the data about the environment and individ-
uals embedded in the environment to be captured. For instance, to
ensure that the assistive technologies/models are not being mis-
used and the models/ algorithms do not veer away from being fair,
we need to capture data about the environment to verify desir-
able properties against the models. This raises a new challenge of
“monitoring” the (fall) “monitoring system” that, unless done care-
fully, could catapult into potential issues of privacy and misuse.
Another challenge is model adaptation that is inherent in dynamic
systems. Such adaptations must not re-introduce bias. Below we
discuss some key challenges/directions that needs to be explored.
Defining fairness in the SAFE-PASS setting: Specifying what
is fair in our context is non-trivial and challenging: existing defini-
tions of fairness are often driven by application-specific and even
legal considerations. There are numerous fairness definitions and
bias mitigation algorithms proposed in the literature [20], and new
ones continue to emerge. These notions can be roughly catego-
rized into demographic aware, error aware, impact aware. Error
aware definitions can be applied when the focus is on achieving
similar error rates for diverse groups, and that these errors should
be minimized. Demographic aware definitions can be applied in
situations where all demographic groups need to be represented
equally or proportionally in an outcome or decision. Impact aware
definitions are those that incorporate the long-term impact of a
decision. A data-driven policy may lead to a different long-term
impact for different sub-populations. However, common notion of
fairness is not expressive enough to capture constraints [14, 36]
and requirements specific to the contexts in which ML algorithms

are deployed. To address the challenges, we need to develop meth-
ods and tools tailored to vulnerable populations to elicit informa-
tion about the conception and reception of utility and fairness.
Challenges due to data biases: Data-driven solutions to assist
vulnerable groups rely on data integrated and fused from all types
of data, such as electronic health records, multiomics data, pub-
lic health data, insurance claims data, social media data, and non-
traditional data collected fromwearable devices, smartphones, GPS,
and satellite data.These data sources are prone to different forms of
data biases, such as cognitive bias, measurement error and misclas-
sification, historical bias, and missing data, that disproportionally
affect vulnerable and minority groups. Furthermore, data collected
from these sources may suffer from selection bias and imbalance
due to differences in subpopulations in terms of access to resources
or geographic limitations, and thereby may not be representative
of vulnerable groups.

Even if the data is unbiased, there is no guarantee that the algo-
rithm or downstream application will be unbiased. Biases can be
introduced by handling and transforming data throughout the ML
pipeline and during model development and deployment. Our re-
search explores methods that holistically address several types of
data biases pertinent to vulnerable groups. Specifically, we need
to develop automated diagnosis tools for data biases that appeal
to how the data were collected, integrated, and processed through
theML pipeline. In this direction, we need to develop efficient algo-
rithms to detect and automatically correct several types of data bi-
ases such as selection bias, data imbalance, measurement bias and
missing data. We are exploring provenance techniques to monitor
and inspect training data for various forms of bias issues thatmight
be introduced in various stages of ML pipeline, and to trace back
fairness and bias issues of downstreamMLmodels to training data
and decisions made during the ML pipeline that led to the bias.
Explainability leads to better adoption: Transparency, under-
standability and explainability are integral in the design and wide-
spread adoption of data-driven tools to assist vulnerable groups.
They help to build trust among different stakeholders and are of-
ten required by law also. In our setting, this is more complex since
we are dealing with different type of stakeholders - doctor, nurse,
caregiver, family members, or vulnerable individuals themselves
that could be elderly or mentally impaired - that may have differ-
ent perception of trust and risk. In such situations, building trust
through explainability can be significantly complex since trust de-
pends on understanding and respecting the needs and interests of
trustees. Therefore, we require methods that provide the types of
explanations that aremost relevant to different stakeholders in spe-
cific societal settings. There has been a recent resurgence of inter-
est in explainable artificial intelligence (XAI) [11, 21] that aims to
reduce the opaqueness of AI-based decision-making, which aims to
provide human-understandable explanations of outcomes or pro-
cesses of algorithmic decision-making systems. Most of the exist-
ing methods in XAI focus on the attribution of responsibility of an
algorithm’s decisions to its inputs, by ranking input features based
on their importance for a particular decision made by an algo-
rithm. However, these methods can produce incorrect and mislead-
ing explanations primarily because they focus on the correlation
between the input and output of algorithms as opposed to their
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causal relationship. We need to develop novel methods for gener-
ating efficient and reliable causal and contrastive explanations for
ML models developed for assisting vulnerable population. These
models should not just predict which individual is vulnerable, but
also provide recommendations for how to change one’s risk trajec-
tory toward a better outcome. Generating such explanations in our
context is particularly challenging, and it requires careful examina-
tion of feasibility and effectiveness of the generated explanations,
as well as privacy and security considerations.
Robustly maintaining fairness in the presence of concept/
distribution drift: ML algorithms in practical settings require adap-
tation based on distribution shifts over time. This is especially per-
tinent in the context of vulnerable populations where data about
physical characteristics (e.g., loss of hair during chemotherapy),
cognitive abilities, or housing location (e.g., for safety in traffick-
ing scenarios) may change rapidly. Models learnt, while fair on
the original data, may need to be adapted to continue to provide
desired properties. We plan to explore algorithmic innovations to
dynamically adapt SAFE-PASS algorithms to ensure that the sys-
tem does not veer off too far from its desired state.

4.4 Adaptable and Scalable Protocols and
Technology

In developing a technology infrastructure for SAFE-PASS, we ob-
serve that support for adaptivity is a primary design criterion. The
challenge at hand is to design an adaptive architecture that sup-
ports these composite needs of privacy, utility, accountability, fair-
ness and explainability. Towards this end, we explore the “Observe
- Analyze - Adapt” (O-A-A) loop in computational reflection [19, 34,
35] as a principled approach for designing an adaptive middleware
and datamanagement architecture to capture the dynamic security
and privacy needs of SAFE-PASS applications.

We envision the realization of the SAFE-PASS framework as a
middleware or metasystem (see Figure 4) that intercepts informa-
tion flow from heterogeneous data sources at the base-layer to ap-
plications and users/proxies at the consumer-layer to implement
the privacy/security needs of the observed entities, as well as to
meet the required legislative mandates. In the envisioned use cases
for SAFE-PASS technology, data obtained from heterogeneous in-
formation sources via the Observe/MonitorModule) are integrated
and undergoes several layers of transformation to create semanti-
cally meaningful observations to drive applications. As informa-
tion is exchanged from data sources to consumers, SAFE-PASS
mechanisms will need to be automatically triggered enroute to
support fairness/privacy/security guarantees. In SAFE-PASS, pri-
vacy techniques (e.g., OSDP, MiM, encryption) are implemented
across multiple components of the O-A-A architecture to perform
(logical) adaptation of what information is collected and how it
is processed/shared. In short, SAFE-PASS middleware will imple-
ment technology modules that realize “PASS” to ensure “SAFE” in-
formation flows. SAFE-PASS takes a novel approach in how the
reflective architecture is exploited. In addition to enabling logical
adaptation of data collection and actuation at the base level based
on policies, the SAFE-PASS Adaptation Engine enables adaptation
at higher meta-layers by adapting and appropriately choosing the

techniques that govern information flow. This higher-level adap-
tation includes the choice of privacy policies themselves, param-
eters associated with the privacy mechanisms, trust boundaries,
risk/utility margins and bias tolerance limits.The goal is to provide
a holistic adaptation that can support human overrides, nudges,
and recommendations to balance risk tolerance vs. application util-
ity in a context-sensitive way.

The architecture provides mechanisms for reactively triggering
new SAFE-PASS methods on the fly. The adaptation engine safely
steers the privacy strategies to address the utility/risk tradeoffs
specified by users. The middleware allows for adaptations to be
explored/initiated at the logical level; this enables on-the-fly vali-
dation of the feasibility/value of the changes induced by the mech-
anisms prior to enforcing them into the physical systems. Addi-
tional modules address the SAFE-PASS goals of fairness, explain-
ability and accountability.The analyze/process components encap-
sulate bias detection andmitigation techniques, methods for ensur-
ing fairness in data-driven decision-making algorithms, and meth-
ods for generating explanations for end-users and system develop-
ers.

With dynamic adaptation, accountability and auditability are
essential to establish provenance. This is particularly true when
sensitive information revealed at times of need (e.g., health emer-
gency, natural disaster) can be misused later. Audit logs record-
ing accesses to data and adaptations performed will be stored and
shared with trusted audit authorities. SAFE-PASS will adopt block-
chains and smart contracts technology to record sharing / usage
data. One of the major concerns when using blockchains is that of
latency and scalability [17, 39]. This is a major research challenge
in the context of SAFE-PASS. We are exploring a hybrid approach
to combine blockchain and traditional databases.

5 DISCUSSIONS AND CONCLUSION
The past two decades have witnessed unparalleled advances in
technology: People connected to each other, network in the hands
of everyone, and knowledge and services on demand. More recent
advances in sensing and actuation and ambient intelligence via big
data analytics (BD), artificial intelligence (AI) and machine learn-
ing (ML) hold enormous potential to benefit vulnerable groups. At
the same time, the untrammelled and unrestricted use of the same
technology, coupled with issues related to flaws, and algorithimic
biases and fairness, can equally cause enormous harm to the same
groups. In this paper, we present the SAFE-PASS vision: A soci-
etally responsible, secure and trustworthy cyberspace that puts al-
gorithmic and technological checks and balances on the indiscrim-
inate sharing and mining of data. SAFE-PASS provides a unique
opportunity to establish trust in technology.

The core design principles of SAFE-PASS is a novel data inte-
gration, analysis and sharing paradigm which we call Selective Se-
crecy and Structural Transparency. Selective Secrecy results in ju-
diciously providing strong levels of security and privacy to shared
data by default and updating the levels based on situational aware-
ness and an evaluation of the utility of the sharing. Structural Trans-
parency results in enabling questions such as, “what information
aboutme is out there,” “am I beingmisidentified ormiscategorized,”
“is my information being used against me,” or “is the data requested
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too invasive,” to be asked and answered and preventive actions to
be taken.

In this paper, we discussed some of the core security and pri-
vacy challenges that we are trying to address in bringing the SAFE-
PASS vision to fruition through our research. Our research touches
upon five major thrust areas: (i) Expanding knowledge and under-
standing of security and privacy perceptions and expectations in
vulnerable groups, which significantly contribute to their unwill-
ingness to share data, and use that knowledge to drive research in
(a) mitigating missing/imbalanced data problems, (b) understand-
ing and modeling security and privacy risks of data sharing, and
(c) modeling utility of data sharing. (ii) Developing a risk-adaptive,
policy model capable of capturing and articulating security and
privacy expectations of users that are relevant in a particular con-
text and develops associated technology to ensure provenance and
accountability. (iii) Developing robust AI/ML algorithms that are
transparent and explainable with respect to fairness and bias so
that these techniques reduce/eliminate discrimination, misuse, pri-
vacy violations, or other cyber-crimes. (iv) Developing models and
techniques for a nuanced, contextually adaptive, and graded pri-
vacy paradigm that allows trade-offs between privacy and utility
and (v) Developing adaptable and scalable systems and technology
to support the SAFE-PASS paradigm.

We acknowledge that new algorithms and technology that are
needed to bring SAFE-PASS to fruition can potentially be exploited
by adversaries to cause harm to the same vulnerable groups that
SAFE-PASS is intended to protect. For example, selective secrecy,
which is a core tenet of SAFE-PASS, implies relaxing confidential-
ity or privacy when the utility of data sharing is higher. Thus, an
attacker can manipulate a scenario where the perceived benefits
are higher than they are and cause sensitive informaition to be
revealed. Or, for example, explainable AI/ML techniques for SAFE-
PASS can provide more food for thought to attackers than they

would otherwise have. Nonetheless, the benefits that SAFE-PASS
can potentially bring in to society by strengthening the communi-
cation channel between science and technology and the vulnera-
ble groups so that this segment of the society better understands
how technology both benefits them and protects them without the
fear that the technology would harm them, far outweighs the risks
posed by the SAFE-PASS paradigm. SAFE-PASS presents a unique
opportunity to re-invigorate the social contract that our forefa-
thers wrote for a representational democracy.
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