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ABSTRACT

Multiple recent efforts have used large-scale data and computa-
tional models to automatically detect misinformation in online
news articles. Given the potential impact of misinformation on
democracy, many of these efforts have also used the political ide-
ology of these articles to better model misinformation and study
political bias in such algorithms. However, almost all such efforts
have used source level labels for credibility and political alignment,
thereby assigning the same credibility and political alignment la-
bel to all articles from the same source (e.g., the New York Times
or Breitbart). Here, we report on the impact of journalistic best
practices to label individual news articles for their credibility and
political alignment. We found that while source level labels are
decent proxies for political alignment labeling, they are very poor
proxies — almost the same as flipping a coin - for credibility rat-
ings. Next, we study the implications of such source level labeling
on downstream processes such as the development of automated
misinformation detection algorithms and political fairness audits
therein. We find that the automated misinformation detection and
fairness algorithms can be suitably revised to support their intended
goals but might require different assumptions and methods than
those which are appropriate using source level labeling. The results
suggest caution in generalizing recent results on misinformation
detection and political bias therein. On a positive note, this work
shares a new dataset of journalistic quality individually labeled
articles and an approach for misinformation detection and fairness
audits.
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1 INTRODUCTION

Misinformation is false or inaccurate information that is deliber-
ately created and intentionally or unintentionally propagated [56].
The growth in social media has led to unprecedented growth in web-
based dissemination, consumption, and propagation of news. While
this reduces barriers to entry in the production of news articles, it
also allows vested entities to abuse the web to rapidly disseminate
misinformation. False or inaccurate information is known to be
propagated more often, and far more rapidly than true information,
especially when the topic is related to politics [54]. The rapid propa-
gation of misinformation to a large group of people leads to serious
threats to democracy by misleading the public [2], intensifying the
political divide [13], increasing mistrust of legitimate media [20],
and even leading to radicalization and violence [17]. In fact, recent
research identifies misinformation as one of the biggest challenges
to democracy [39].

Hence, validating online news and preventing the spread of
misinformation is critical for ensuring trustworthy online environ-
ments and protecting democracy. One way to counter the spread
of misinformation is the use of algorithms to detect misinforma-
tion based on the content and the propagation patterns of online
news [9]. In the previous literature, the credibility of news articles
and their political leanings have typically been evaluated based on
the general reputation of the source [18, 22, 44]. That is, all news
articles from the source are deemed equally reliable or unreliable
(respectively right leaning or left leaning) depending on the rep-
utation of the source. This is mainly because there is a dearth of
fine-grained labels defined at the news article level.

We acknowledge that labeling each news article may not be
feasible given the massive volume of news articles that are pub-
lished and disseminated on the web. At the same time, there are
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reasons to question the validity of datasets labeled at the source
level [4, 40, 49]. For instance, a limited match between source-level
and content-based labels was documented in recent studies [4, 16].
As highlighted by the previous research [15], the validity of com-
putational science heavily depends on the integrity of the data,
and it is an academic responsibility to set strict methodological
expectations when using large-scale datasets. Motivated by prior
studies, in this work, we rigorously assessed the credibility and
political leaning of 1,000 news articles and used these article-level
labels to build misinformation detection algorithms. Then, we eval-
uated how the labeling methodology (source-level vs article-level)
impacts the performance of misinformation detection algorithms.

To understand the downstream impact of such article level label-
ing on political fairness in misinformation detection, we compare
the quality of results as obtained for articles with different sensi-
tive attributes (e.g., left/right leaning). Recently multiple politically
right-leaning groups have claimed that the practices of the con-
tent moderators on Facebook and YouTube favor the political left
[10, 11, 27, 31]. Similarly, multiple recent studies have reported on
political bias in the algorithms used by YouTube recommendation
[37] and Twitter search [33].

This follows a line of recent results where machine learning
algorithms have been found to systematically make discriminatory
decisions based on protected characteristics (e.g., race/ethnicity) in
multiple domains [6, 7]. A recent article [44] reported on the pres-
ence of a political ideology-based bias in misinformation detection
algorithms using large scale source-level labeling for credibility
and political leaning of news articles. Here, we study the impact of
article-level labeling on the process and study if similar bias exists
when applying the same machine-learning approach at article level
and if bias reduction approaches can be effectively applied when
dealing with individually labeled articles.

The main contributions of this work are as follows:

CI: Introducing and sharing a journalistic quality dataset ! with
article level labels for true/fake news and political leaning (N > 700)
C2: Comparing and contrasting the impact of labeling resolution
(source vs article level) for credibility and political labeling.

The above methodological contributions allow us to answer the
following questions at article level:

RQ1: Are misinformation detection algorithms based on article-
level labels susceptible to bias in terms of political leaning?

RQ2: Can the level of bias in the aforementioned misinformation
detection algorithms be reduced while maintaining high accuracy?

1.1 Related Work

1.1.1  Misinformation Detection. “Misinformation” is an umbrella
term used to represent false or misleading information. For instance,
the term “disinformation” is used to describe information that is
inaccurate and is usually distinguished from misinformation by the
purpose to deceive [35, 56]. The term “fake news” refers to news
articles that intentionally spread false information to mislead the
audience [2]. Fake news is understood as a form of “genre blending”
[40] due to its structural similarities with traditional journalism
[40, 53]. It mimics news media content in a way that it combines
“elements of news ideals with features exogenous to the normative
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model of professional journalism" [35, 40]. While some scholars
refrain from the use of the term “fake news” due to its political mis-
use, we follow others [18, 40, 53] who utilize the “fake news” label
to describe false, misleading, hyper-partisan, and sensationalized
content. Also, we use the term “misinformation” to refer to false or
misleading media content. One technological approach to curtail
the flow of misinformation on the web is the use of automated
algorithms to detect misinformation. Misinformation detection has
been applied in various ways. Broadly, misinformation is classi-
fied by analyzing the content of misinformation (e.g., textual or
image component) and by analyzing the propagation of misinfor-
mation (e.g., how misinformation circulates among users/networks)
[47, 51, 58]. In this work, we study misinformation classification
algorithms built upon the textual features of news on the web.

1.1.2  Resolution of Analysis: Source vs. Article level. In previous
literature, there are two primary approaches to labeling misinfor-
mation datasets: 1) using the credibility of the sources publishing
the content or 2) verifying the credibility of news articles with fact-
checking parties. With the former approach, the credibility of news
is determined based on the reputation of the source. Existing lit-
erature on misinformation detection that relied on source-level
labels assumes that all new articles from a given source share the
same credibility level (reliable vs. unreliable) depending on the
reputation of the source [18, 22, 44]. The second approach is to
have news articles verified by fact-checking agencies (e.g., Snopes,
PolitiFact, BuzzFeed). This approach is frequently used to construct
datasets with a few hundred or thousand labeled misinformation
contents (e.g., rumors, short statements) [34, 38, 50, 55]. Although
labor-intensive and less scalable, this approach could provide more
accurate labels than the source-level credibility label [47, 49].

Some recent efforts have started focusing on studying the differ-
ences between source and article level labeling. Sharma et al., [49]
discuss the issue of disparity between source-level and article-level
credibility labels. Focusing their analysis on tweets (some of which
may refer to news sources), they found a high degree of consistency
between source and article level labels and was able to use source
level labels as "weak labels" for model refinement. However, we
focus on full-length articles (rather than short texts on Twitter) and
have different findings (as detailed later).

Asr et al., [4] also study the interplay between source reputation
and content credibility. Based on a dataset of 312 articles sourced
from Snopes, they study the correlations between source-level la-
bels and human-labeled content credibility. They found a limited
match between source-level and content-based labels. Based on
a smaller dataset of 145 articles, they also study the impact of
source-level vs. content-based labels on misinformation detection
algorithms. Some of the relevant issues with this work are potential
bias in data selection (based on those selected by Snopes, Buzzfeed,
etc. for detailed fact-checking), missing details on the expertise of
the human labelers, diversity of the news article topics, and the
smaller sample size.

In another work [16], researchers also explored how the political
leaning of news articles (i.e., Liberal, Neutral, Conservative) can
be different from those of their source outlets. They compared the
political leaning labels of 460 news articles regarding gun policy
and immigration and found that more than 50% of the article-level
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political leanings do not match their source-level political leanings.
However, the study relied on political learning labels provided by
non-experts (i.e., crowd-sourced participants), rather than experts’
assessment of the political leaning of the news articles.

We try to counter some of these issues in our work by start-
ing with a larger dataset that has been balanced in the context
of misinformation in political news. Unlike the existing research
that focused on either credibility or political learning labels, we
labeled both the credibility and the political learning of the news
articles at the individual article level and compared those labels
with source-level labels. Using source level labels as the starting
point, we consider 1,000 articles, which are drawn equally from
four groups based on two axes of credibility and political leaning.
The article level labels (credibility and political leaning) are based
on rigorous assessments by a team that includes journalism and
political communication experts. This allows us to understand the
discrepancy levels in political leaning labels in consonance with
credibility labels and study algorithmic fairness across political
ideologies.

1.1.3  Ideological Asymmetry in Political Misinformation. Accord-
ing to previous literature, there is a broad ideological asymmetry
in the propagation and consumption of political misinformation,
and conservative (right-aligned) media are more partisan and more
insular than liberal (left-aligned) media [13]. For instance, misinfor-
mation consumption during the 2016 election was disproportion-
ately concentrated among Trump supporters, particularly those
with the heaviest conservative information diets [19].

The ideological asymmetry in political misinformation stems in
part from the psychological differences between liberals and con-
servatives. That is, liberals and conservatives find different features
of messages persuasive and appealing [28]. For instance, compared
to liberals, conservatives are more attracted to information that is
aggressive in tone and deals with threats [57]. Thus, misinforma-
tion targeting conservative and liberal audiences may use different
strategies to appeal to its audience. Due to the ideological asymme-
try in the production and consumption of political misinformation,
misinformation detection algorithms may be biased for left- versus
right-leaning news. If algorithms are more effective at weeding
out misinformation in conservative news versus liberal news (or
vice versa), it risks selectively suppressing certain views and ma-
nipulating the information environment to benefit one political
side, thereby threatening democratic discourse. Hence, any solu-
tions to counter misinformation must take political asymmetry into
consideration [35].

1.1.4  Algorithmic Fairness. Various algorithms are applied to make
important decisions that were made by humans in the past. A
plethora of research has suggested that machine learning algo-
rithms are susceptible to discriminatory decision-making. If the
performance of algorithms varies depending on protective classes
(e.g., age, race/ethnicity, gender, socio-economic class, etc.), the al-
gorithms are considered biased or unfair. Recently, significant effort
has been made to mitigate bias and promote fairness in machine
learning algorithms [3, 32, 43, 52]. The existing literature points to
multiple scenarios for algorithmic bias including when (a) input
data has unequal representation from different groups, (b) histor-
ically there is not enough positive outcome for the unprivileged
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group, and when (c) the algorithm processes are (intentionally and
unintentionally) designed to yield unequal decisions [23, 30, 36].
Accordingly, techniques to mitigate algorithmic bias attempt to
modify (a) the process of the training data (pre-processing), (b) the
learning algorithms (in-processing), and (c) the prediction (post-
processing) [36]. For instance, Park et al. [43] audited phone-based
mental health prediction algorithms for gender bias (female vs
male) and applied one of the pre-processing techniques (e.g., Dis-
parate Impact Remover) to mitigate such bias. Another work by
Singh and Hofenbitzer [52] tackled the problem of biased decisions
made by cyberbullying detection algorithms. They applied one
of the post-processing approaches (e.g., Equalized Odds) to lower
the discrepancies in the performance of cyberbullying detection
algorithms depending on one’s network position.

Recently, Park et al., [44] addressed the problem of identifying
and reducing discriminatory decisions made by misinformation
detection algorithms based on source level labels for credibility and
political leaning. Focusing on two fairness metrics (i.e., Disparate
Impact and Statistical Parity Difference), they applied the Reject
Option Classification (ROC), one of the post-processing techniques,
to mitigate algorithmic bias in misinformation detection. In this
work, we address the same problem of discriminatory decisions
made by misinformation detection algorithms with credibility and
political-leaning labels at the article level. To this end, we apply
another bias reduction approach called Disparate Impact Remover
(DIR), one of the pre-processing techniques, and focus on different
fairness metrics (i.e., Delta Accuracy).

2 MATERIALS AND METHODS

2.1 Labeling of Articles for political leaning and
credibility
2.1.1 Dataset and source level labeling. To analyze bias in misin-
formation detection algorithms, we used a subset of the NELA-2018
dataset [41]. The original dataset contained 713K news articles from
194 media sources. We follow the approach adopted by [44] for ob-
taining source-level labels for credibility and political leaning. They
used source-based credibility labels (fake vs. real) from NewsGuard
as it works with trained journalists to evaluate the credibility of
news sources on the web. They used BuzzFeed for source-level
political leaning (i.e., left vs. right) labels, as its sources covered
a large proportion (36.3%) of the articles in the dataset. With this
process, a total of (N = 102k) news articles received labels for both
credibility and political leanings. Out of 102k source-level labeled ar-
ticles, 37.5k articles (36.7%) belonged to left-aligned sources and the
remaining 64.5k articles (63,7%) belonged to right-aligned sources.

2.1.2  Article level labeling. Instead of relying on source-level labels
for credibility and political leaning, we wanted to create content-
based article-level labels for the news articles. This necessitated a
smaller sample from the abovementioned dataset of 102k articles.

To maintain contextual integrity, we decided to focus only on
news stories about U.S. politics. Hence, the articles were passed
through the IPTC newscode API to restrict the focus to only political
articles [25]. We also eliminated sources from the dataset that had
an explicit non-U.S. focus (e.g., The Irish Times, The Moscow Times,
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France24). Further, we eliminated satirical news sources (e.g., The
Onion, The Spoof) from the dataset.

Next, we binned the set of 102K articles into four groups based
on source-level political learning and credibility labels: (1) true +
right-leaning; (2) false + right-leaning; (3) true + left-leaning; (4)
false + right-leaning. From each bin, an equal number of articles
(i.e., 250) were selected for detailed human coding. Articles were
sampled from between Feb. 1, 2018 — Feb. 10, 2018. Article-level
coding was conducted by a journalism faculty member who is also
an expert on political communication and two journalism Ph.D.
students, one of whom previously worked as a professional fact-
checker. A codebook was developed with coding rules (described
in more detail below) to determine the news article’s focus (on
U.S. politics or not), political leaning (liberal vs. conservative), and
credibility (mostly true, a mix of true and false, mostly false).

The three coders participated in four rounds of practice coding to
fine-tune the codebook and improve inter-coder reliability. Practice
coding and reliability coding were conducted on articles randomly
sampled from the larger NELA dataset. During practice coding,
coders labeled the articles independently and then discussed any
disagreements. A final test of inter-coder reliability, calculated using
Krippendorff’s alpha [21], was conducted on a sample of 110 news
articles. For the final coding (N = 1,000), articles were divided among
the two Ph.D. students to code independently. The two coders
manually coded the credibility as well as the political leaning of
each individual article based on the following guidelines:

e Does the article read like a valid U.S. political news article,
as opposed to other topics (e.g., sports, entertainment)? This
criterion filtered down the subset to 907 articles

o Identify the political leaning of the article from a scale of 1 to
5 (1: strong liberal, 5: strong conservative). Articles labeled
as Neutral (totaling 104) were not coded further.

o Identify the credibility of the contents of the article on a scale
from 1 to 3 (1: mostly true, 3: mostly false). The coders could
not decide on the credibility rating for 85 articles. Hence a
total of 706 articles received valid scores after this step.

2.1.3 Political News. As noted above, in constructing our sample,
we took steps to limit the sample to only articles focused on U.S.
politics. However, to account for the possibility that some non-
U.S. political articles would nonetheless end up in the sample, we
coded each article for whether it focused on U.S. political news or
not (Krippendorft’s alpha = .80). Politics included topics related
to elections, parties, politicians and elected officials, government
institutions and processes, policies and policymaking (including
U.S. foreign policy), and foundational political concepts like justice,
freedom, etc. As a result, 93 articles were labeled as unrelated to
U.S. politics and were eliminated from further coding.

2.1.4 Political Leaning. After eliminating articles that were not
focused on U.S. politics, the remaining articles (N = 907) were coded
for political leaning (strongly liberal, mildly liberal, neutral, mildly
conservative, strongly conservative; Krippendorff’s alpha = .91).
Source information was blinded when coding for political leaning.
Articles were coded as strongly liberal or conservative if they clearly
promoted liberal/Democratic [conservative/Republican] politicians
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and issue positions and/or attacked conservative/Republican [lib-
eral/Democratic] politicians and issue positions. Strongly biased
articles typically included inflammatory, loaded language. Articles
were coded as mildly biased if they used neutral language but the
tone of the article was somewhat favorable or considered “good
news” for liberals/Democrats [or conservatives/Republicans], or if
the balance of the article favored liberal/Democratic [or conserva-
tive/Republican] politicians and positions but included some infor-
mation that acknowledged the validity of the other side. Neutral
articles did not clearly favor one side or the other or were otherwise
ambiguous in tone. Final coding results indicated strongly liberal n
= 334, mildly liberal n = 111, neutral n = 104, mildly conservative
n = 125, and strongly conservative n = 233. For political leaning,
we combined the counts of "strongly liberal" and "mildly liberal”
into “liberal” and "mildly conservative" and "strongly conservative"
into “conservative” Neutral articles were eliminated from further
coding.

2.1.5 Credibility. After eliminating neutral articles, the remaining
articles (N = 803) were coded for credibility using the categories
similar to those used by fact-checking organizations such as Buz-
zFeed (mostly true, mix of true and false, mostly false, unverifiable;
Krippendorft’s alpha = .73). For each article, coders fact-checked
the claims in the article using existing fact-checking resources (e.g.,
PolitiFact, FactCheck.org, Snopes), relevant primary source infor-
mation (e.g., official statements from government officials, video
of speeches/interviews, legislative documents, etc.), and/or cover-
age in multiple reputable news outlets (e.g., The Washington Post,
The Wall Street Journal, etc.). For articles coded as mostly true, all
significant details, including relevant numbers, quotes, and event
descriptions, were represented accurately, and any opinion or eval-
uative statement was clearly presented as such. Articles coded as
a mix of true and false contained some accurate information but
also included at least one major claim that was taken out of context,
exaggerated, speculative, or otherwise misleading, or included a
misleading headline. In mostly false articles, many of the article’s
claims were inaccurate or missing essential context, and/or the
central claim or event described in the article was false. Finally,
the unverifiable label was used for articles that did not include
any substantive facts that could be fact-checked (i.e., pure opinion)
or for articles that were otherwise unverifiable using typical fact-
checking strategies. This resulted in 516 articles that were mostly
true, 169 that were a mix of true and false, 21 that were mostly false,
and 97 unverifiable. For purposes of analysis, we collapsed two
groups “mix of true and false” and “mostly false” to the label “fake
news,” as a mixture of true and false is a very important category
of misinformation that this work aims to tackle.

Table 1 shows the final distribution of coded articles across polit-
ical leaning and credibility (N = 706). Table 2 gives the breakdown
of the number of articles in the final dataset across different news
sources and their political alignment and credibility assessed at the
source level compared to the article level.

2.2 Misinformation Detection using Machine
Learning and Fairness Audits

2.2.1 Misinformation Detection. There are two major approaches
in machine learning literature to extract features: deep learning and
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Table 1: The final distribution of coded articles across politi-
cal leaning and credibility

Political Leaning True news False news
Liberal 317 78
Conservative 199 112
Total 516 190

hand-crafted features. This work follows the approach proposed
by a recent effort [44] that worked with source level labels for the
same task (misinformation detection) using the same initial dataset
(NELA-GT). In fact, the comparison of performance across source-
level and article-level processes is one of the goals of this work.
The features were designed in a hand-crafted manner by domain
experts. Based on a survey of previous misinformation literature,
we focus on four broad categories of features: structure, subjectivity,
sentiment, and social identity. 2

(1) Structure: the organization of the content into different
stylistic structures, such as the syntax, text style, and gram-
matical elements of news content and title (e.g.‘number of
words,” “number of question marks”).

Subjectivity: features that present an effort to convey a
certain opinion or viewpoint rather than facts. For instance,
we used “cognitive processes” (e.g. cause, know, ought) and
“perceptual processes” (e.g., look, heard, feeling) categories
and their subcategories from LIWC 2015 [45].

Sentiment: the emotion-arousing aspects of the news arti-
cles that contain misinformation such as “emotional tone”
(i.e., positive and negative emotions) [24] and “affective pro-
cesses” category (e.g., happy, cried) from LIWC 2015 [45].
Social Identity: the features that show the qualities or be-
liefs that make a particular group distinct from other groups
including “conservative identity words” (e.g., republican,
right-wing), “liberal identity words” (e.g., democrat, left-
wing), and “moral words” (e.g., blame, innocent, guilt) [42].

®)

“

=

Before applying any of the machine learning algorithms, the
missing values were filled with the median values of correspond-
ing features. To reduce the impact of features with high variance,
features were standardized by centering their mean to zero and
by scaling them to unit variance. We split the dataset in a random
manner, setting aside 80% of the dataset for training the machine
learning algorithms and using the remaining 20% for testing. The
split was performed in a stratified manner using both credibility
labels as well as political orientation. This was to ensure that the
proportion of real and fake news articles in the training and test
sets are the same, reducing the possibility of bias issues arising
from the imbalanced dataset.

Similar to previous work [44] that uses the same features, we
found that the Random Forest approach yields the highest accuracy
for misinformation detection. Hence, we chose the Random Forest
for machine learning model development. The number of estima-
tors/ number of trees for Random Forest was set to 100 and there
was no limit set regarding the maximum depth of the forest.

Zrefer to [44] for a complete set of features
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2.2.2 Bias Audit and Bias Reduction. Given several recent claims
that media platforms favor politically left [10, 31], we consider
right-aligned articles as an ‘unprivileged group’ when auditing
the algorithms for bias. Note that the sensitive feature (political
alignment) was not included in the training phase, but was used to
compute various fairness metrics during the testing phase.

The notion of fairness has multiple interpretations in the extant
literature which include maximizing the communal good, calibra-
tion of outcomes for similar input, restorative justice, etc. Here we
adopt the notion of distributional justice as has been suggested by
John Rawl [48]. This notion interprets fairness as the demand for
impartiality. Again, there exist multiple interpretations of impar-
tiality, but here we focus on group-level fairness for two political
ideologies (left vs. right in the US political context). Group-level
fairness can be operationalized as impartiality in the accuracy levels
observed for articles with different political leaning. Hence, “delta
accuracy” can be used as a fairness metric [46]. The ideal value for
delta accuracy is 0.

Aacc = acc(S = unprivileged) — acc(S = privileged) (1)

Another interpretation of impartiality focuses on “disparate im-
pact” This interpretation underscores that any algorithmic decision
is based on the input data, which cannot always be assumed to be
fair. For instance, if past data in the criminal justice system is biased
and/or an outcome of unequal policing, it would be unreasonable
to call for equal accuracy for different groups based on such input
data as being fair. Hence, this interpretation argues a case for the
equal statistical representation of positive outcomes out of an al-
gorithm irrespective of the input data. In many legal cases, if the
representation of a group (e.g., women) falls below 80% of what it
should be expected on a statistical basis, the process is considered
to be biased, irrespective of the intention of the system designers
[8, 14]. Hence, we consider two related metrics: Disparate Impact
(DI) [14] and Statistical Parity Difference (SPD) [12].

Disparate impact quantifies the ratio of participation of the two
groups in the positive class (credible news). The ideal value of the
disparate impact equals 1.0.

p(Y = 1|S = unprivileged)

5 — @)
p(Y =1|S = privileged)

Similarly, the statistical parity difference quantifies the gap in
the ratio of participation of the two groups in the positive class
(credible news). The ideal value for SPD is 0.

SPD = p(f/ = 1|S = unprivileged) — p(f/ = 1|S = privileged) (3)

Following recent literature [1, 52], we used a statistical t-test
on the means of the above-mentioned fairness metrics for the two
groups (left-aligned and right-aligned) when auditing misinforma-
tion detection algorithm for bias. We consider algorithms to be less
biased if the algorithms yield reduced delta accuracy and statistical
parity difference, and move the disparate impact score closer to 1.0.

We considered two different techniques for bias reduction. The
first is Reject Option Classification (ROC) [29] which was also used
by [44] in a similar setting in past work. ROC is a post-processing
algorithm that works by modifying the "as-is" results from the
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Table 2: News sources, number of articles, political alignment, and credibility at source level and article level

News I;Ifu mber Political Alignment | Political Alignment | Credibility Rating | Credibility Rating
Source . Source Article Source Article
Articles
Bearing Arms 2 Right L:0,R:2 Real R:1, F:1
Bipartisan Report 76 Left L:75,R:1 Fake R:64, F:12
Breitbart 80 Right L:6, R:74 Fake R:62, F:18
CNN 39 Center L:34, R:5 Real R:39, F:0
CNS News 31 Right L:0, R:31 Real R:21, F:10
Daily Kos 9 Left L:9, R:0 Fake R:7, F:2
Daily Signal 6 Right L:0, R:6 Real R:2, F:4
Drudge Report 12 Right L:5,R:7 Fake R:11, F:1
FrontPage Magazine | 23 Right L:0, R:23 Fake R:5, F:18
Infowars 43 Right L:5, R:38 Fake R:30, F:13
Media Matters 16 Left L:11,R:5 Real R:12, F:4
for America
NPR 5 Center L:5, R:0 Real R:5, F:0
National Review 37 Right L:3,R:34 Real R:28, F:9
News Busters 79 Right L:0, R:79 Real R:47, F:32
Palmer Report 63 Left L:63, R:0 Fake R:16, F:47
Politicus USA 47 Left L:46, R:1 Real R:39, F:8
Salon 76 Left L:71,R:5 Real R:72, F:4
Shareblue 62 Left 1:62, R:0 Fake R:55, F:7

classifier to make them fairer. Specifically, it focuses on the instances
that lie near the decision boundary in which labels are difficult to
identify. For such instances, it flips the outcomes in a probabilistic
manner and gives preferential treatment (i.e., higher odds of a
positive outcome) to the unprivileged class. Similarly, the instances
belonging to the privileged class that lie near the decision boundary
are assigned an undesirable label.

The second bias reduction approach considered is Disparate Im-
pactRemover (DIR) [14]. DIR is a pre-processing technique designed
to minimize the effects of an attribute acting as a strong signal
for privileged/unprivileged class membership. For an unprivileged
class, the disparity can materialize as a significant shift of attribute
values when compared to the privileged class (e.g., the distribution
of heights of malnourished children might be different from their
well-fed counterparts). When training a model, these differences can
end up acting as a proxy for privileged/unprivileged class member-
ship and can influence the model’s decision-making process even
when the model has no information about privileged/unprivileged
classes. Disparate Impact Remover (DIR) works by editing the dis-
tribution of values within a feature such that the distribution of the
feature for privileged and unprivileged classes is made similar.

We considered the above two techniques as they do not require
any changes in the classification algorithm and hence are used for
a broad range of applications [26, 29]. We implemented ROC and
DIR using the IBM AIF360 library [5]. The classification algorithms
were run 100 times and each iteration had a shuffled version of the
dataset. The average results across the 100 iterations are reported.
Note that classification algorithms are considered less biased if they
yield reduced delta accuracy, DI value closer to 1.0, and SPD value
closer to 0.
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Table 3: Comparison of Source level and Article level labeling
along Political Leaning and Credibility axes

Political Credibility  Source Article
Orientation Label level level
Left Real 139 278
Left Fake 210 78
Right Real 155 112
Right Fake 158 194
3 RESULTS
3.1 Comparing Source-level and Article-level
Labeling

Table 2 describes the political alignment and credibility labels for
the articles from different sources using the two different processes
(source vs. article level labeling) (N = 706). Table 3 summarizes
the effect of labeling at the article level as opposed to source-level
annotations in a 2 x 2 matrix. Please note that 44 out of 706 articles
in Table 2 (from CNN and NPR) were categorized as neutral at the
source level and hence are not part of the 2 x 2 analysis in Table 3.
When using source-level labeling, 139 articles were categorized
as left-leaning and real as opposed to 278 articles being categorized
in the same category when using article-level labeling. Similarly,
210 articles were categorized as left-leaning and fake when using
source-level labeling, only 78 were categorized as such when article-
level labeling was used. In contrast, the difference between articles
categorized as right-leaning and real when using source-level and
article-level annotations was smaller (155 to 112). The difference
between Right/Fake articles was again smaller (158 to 194). To



Misinformation Detection Algorithms and Fairness across Political Ideologies: The Impact of Article Level Labeling

Table 4: Comparison of Source type and Article type labeling
along the Political Leaning axis (Left/Right)

Article Level

Left | Right
Source | Left 337 | 12
Level | Right | 19 294

Table 5: Comparison of Source type and Article type labeling
along the Credibility axis (Fake/Real)

Article Level

Fake | Real
Source | Fake | 118 250
Level | Real | 72 222

compare the overall differences, we utilized a Chi-squared analysis
of the differences between source-level annotation and article-level
annotations. The results indicated that this difference is statistically
significant (p < 0.05).

To further elucidate the impact of using article-level labels as
opposed to source-level labels, we zoom into the differences con-
sidering only the political leaning (Table 4) and credibility (Table
5). From Table 4, we see that source-level labeling is a reasonable
proxy for inferring political leaning (accuracy > 95%). On the other
hand, from Table 5, we see that source-level labels for credibility
cannot be used as a proxy for inferring the actual credibility of the
article (accuracy = 51%), which is almost the same as flipping a
coin to assign a credibility rating.

This can be interpreted in more detail by consulting Table 2.
For example, Bipartisan Report was identified as a source of fake
news as per the source level labeling, and hence 100% of the news
articles from that source were considered as fake news in source
level analysis. However, article-level labeling yielded only 12 out
of 76 articles (15.78%) of the articles to be fake. Hence, 85% of the
articles from this source will be unjustifiably labeled as false with a
source-level analysis. A reverse example was News Busters. While
source-level labeling considered it to be real i.e., 0% fake news, 32
out of its 70 articles (i.e., 45.71%) were deemed to be fake news as
per our article-level analysis. Given the widespread prevalence of
research articles that consider source-level labels for identifying
true and fake news, we believe that these results are reflection-
worthy.

3.2 Misinformation Detection using Machine
Learning and Fairness Audits

3.2.1 Prediction Model and Bias Quantification. Table 6 summa-
rizes the performance of the developed misinformation detection
algorithm with article-level labels. The classifier achieves an overall
accuracy of 74.5%. We note that this is noticeably higher than a base-
line majority class classifier (one that classifies all instances into the
majority class, 58.9%); however, it is lower than that reported in [44]
(87.85%) which utilized source-level labels for credibility using the
same set of features and the same machine learning algorithm (i.e.,
Random Forest). When considering the algorithm’s accuracy on the
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Table 6: Performance of the misinformation detection in
terms of accuracy and fairness

Metric Ideal Value Observed Value
Overall Accuracy 100.00% 74.54%

Left Accuracy 100.00% 81.50%

Right Accuracy 100.00% 65.94%

Delta Accuracy 0.00% 15.56%
Disparate Impact 1.00 1.03

Statistical Parity Difference 0.00% 3.04%

subset of left and right-leaning articles, the issue of political bias
becomes obvious. Here, the classifier is able to classify left-leaning
articles with an accuracy of 81.5% while right-leaning articles only
have 65.9% accuracy. This marks a “delta accuracy” gap of 15.37%
between the left-aligned and right-aligned news articles, indicating
issues of bias within the model. While this value is high, statistical
parity difference (SPD) and disparate impact (DI) are near optimal
levels (3.04%, 1.03, respectively). As SPD and DI focus on the fa-
vorable outcome assignment rather than the unfavorable outcome
assignment, we interpret the results to mean that while the model
is fairly assigning a favorable outcome to both privileged and un-
privileged classes, it does not do so when predicting an unfavorable
outcome.

3.2.2  Bias Reduction. Table 7 delineates the impact of two bias
reduction mechanisms: Reject Option Classification (ROC) and
Disparate Impact Removal (DIR) on the developed misinformation
detection model. Performance is measured using accuracy as well
as the three bias metrics described in the previous section.

While both the bias reduction approaches help to reduce bias in
terms of delta accuracy (which was the primary metric of concern),
the DIR approach is more effective in reducing this metric. Further,
the DIR approach yields better overall accuracy. The ROC approach
performed yields better results in terms of DI and SPD, but given
that the primary metric of concern was delta accuracy and the
associated accuracy gain, we consider DIR to be a better choice for
bias reduction in this case. With this bias reduction process, delta
accuracy drops to 2.39% signifying a reduction in bias and accuracy
increases to 75.20%. This result and the corresponding accuracy for
left-aligned and right-aligned articles are visualized in Figure 1.

4 DISCUSSION

The main contributions of this work are to introduce a new jour-
nalistic quality dataset with article level labels for credibility and
political leaning (N > 700) and to study the impact of labeling
resolution (source vs article level) on misinformation detection
algorithms and fairness audits.

In Table 4, we showed that source-level labeling is a reason-
able proxy for inferring political leaning (> 90% alignment). Given,
the high cost of article level labeling, it might be reasonable to
use source level labeling for political leaning. Interestingly, the
results of our study are confronted with the results from the previ-
ous study that confirmed discrepancies (more than 50%) between
source level and article level political leaning labels. This could be
due to the difference in how political leaning was evaluated. In
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Table 7: Performance of the misinformation detection in terms of accuracy and fairness with different bias reduction processing

approaches
Metric Ideal Value Without Bias Reduction With ROC Bias Reduction With DIR Bias Reduction
Overall Accuracy 100.00% 74.54% 70.69% 75.20%
Delta Accuracy 0.00% 15.56% 9.71% 2.39%
Disparate Impact 1.00 1.03 1.01 1.06
Statistical Parity Difference 0.00% 3.04% 1.11% 5.25%
S0 s1s  15.56% 2.39% pronounced for left-aligned articles than the right-aligned articles.
80 74.54 752 7632 .o This could mean that the use of source-level labeling (rather than
70 I 65.94 article level labeling) results in much poorer quality of data for left-
60 aligned articles than right-aligned articles. This interplay between
=0 political alignment and the quality of credibility labels at different
" granularity is worth further exploration in future work.
w Here, we interpret these results to mean that the issue of misalign-
. ment between source level and article level labels for credibility is

Without Bias Reduction With Bias Reduction

o Overall Accuracy Left Accuracy Right Accuracy

Figure 1: Performance of the misinformation detection al-
gorithm based on political leaning, before and after the bias
reduction process

previous research, political leaning scores were averaged from five
crowd-sourced participants; whereas, a team of journalism and po-
litical communication experts independently evaluated the political
leaning of the news article in our work. In addition, we focused
on news articles that addressed U.S. politics as a whole, while gun
policy and immigration were chosen as specific topics to explore in
the previous literature. Examining how annotation approaches and
news topics affect the difference between source level and article
level political leaning labels warrants further inspection.

As can be seen in Tables 2-5, we found that the credibility labeling
for news articles can be quite different based on whether it was
undertaken at the source level vs. the individual level. Once again,
given the high cost of article level labeling, it might be reasonable
to use source level labeling for political alignment. However, even
with the high-cost argument, it seems unreasonable to continue
using source level labels for the credibility of news articles. A 51%
alignment between source and article level labels indicates the
very poor quality of the match. The results were not surprising
given similar findings of recent works that examined the differences
between source and article level credibility labeling [4, 49].

With a further comparison of source and article level labeling,
we find that this mismatch is not in a single direction (e.g., always
overestimating or underestimating the number of fake news ar-
ticles). In Table 2, we see multiple examples of source level true
labeled venues to have fake news articles and vice versa. Simi-
larly, as shown in Table 3, this mismatch is not constrained to only
Left-leaning or only Right-leaning sources. However, what is note-
worthy in our work is that the degree of mismatch was much more
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frequent and widespread. At the same time, the number of research
efforts that use source level labels for misinformation is rapidly
growing and impacting hundreds of other efforts that cite and build
upon them. Hence, the results of the current work suggest caution
and introspection in identifying aspects that can be generalized
from source level labeling and those which cannot.

The second major goal of this work is to study the impact of using
article level labels on the workflow for detecting misinformation,
bias therein, and ways to reduce such bias. We note that we used
the same set of features and machine learning method as reported
in previous work [44] that used source level labels for credibility.
Our results confirmed that the accuracy of the algorithm was lower
(around 75%) with article level labeling than that obtained with
source level labeling in previous work (around 88%). One way to
interpret this result is that source level labeling is an easier problem
to tackle due to multiple repeated credibility labels for articles from
the same source than the individual article labeling problem. Using
linguistic structure and syntax as input variables, it might be easier
for machine learning models to build shortcuts to identify news
sources than to identify the finer variations between true and fake
news, potentially coming from the same source.

Next, the results in Table 6 indicate that multiple misinforma-
tion classification algorithms performed differently based on the
political leaning of the news article. While the difference in Dis-
parate Impact was small, there were noticeable differences in terms
of Delta Accuracy. Again, we note that the trends of these differ-
ences diverge from those reported with source level analysis in
[44], where the biggest disparities were found in terms of the other
two metrics (i.e. SPD and DI). With different issues coming up as
prominent, it is not surprising that we found that the Reject Op-
tion Classification bias reduction method adopted in [44] was no
longer the most effective way to reduce the bias levels. Instead,
we found the Disparate Impact Remover method to be useful to
reduce bias in this work. The DIR approach was able to significantly
reduce the delta accuracy gap from 15.37% to 2.39%. Despite the
clear differences from the source level labeling scenario, our results
indicate that there is clear evidence of value in using theory-driven
feature engineering machine learning to predict misinformation,
the need for auditing such results for bias along a political leaning
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dimension, and for bias reduction to ensure equitable performance
across different groups.

To increase public confidence in misinformation detection prac-
tices and subsequent corrections, there is a need to ensure the
validity and fairness of results. And once again, the validity of com-
putational science heavily depends on the integrity of the data,
and it is our responsibility to set strict methodological expectations
when using large-scale datasets [15]. This work marks an important
early step in that direction. It underscores the need for article level
credibility labels for ensuring validity and reliability for misinfor-
mation detection. It also adds evidence for the need to audit such
misinformation detection algorithms for bias across political lean-
ing and ways to increase fairness in algorithmic decision-making.

Zooming out of the immediate findings, we recognize the in-
herent human labor needed for article level labeling. In fact, our
research questions were partially motivated by the desire to use
source level labels as proxies for article level labels. The authors
would like to explicitly acknowledge their own use of source level
labels in their past work. This work is not intended to critique any
specific works that have used source level labels. Rather, it is in-
tended to be a call-to-action to produce article level labeled datasets
(to which this work aims to contribute) and devise new approaches
that can combine source level and article level information to build
more accurate and fair misinformation detection algorithms. This
way, misinformation detection models are most likely to benefit all
regardless of asymmetry in the political media environment, which
may further undermine media trust and perpetuate misinformation
on one political side.

5 CONCLUSION

This work aims to increase public confidence in misinformation
detection practices and subsequent corrections by ensuring the
validity and fairness of results. It reports the consequential impact
of article level labeling, as opposed to source level labeling, on cred-
ibility and political leaning labels. The results indicate that while
source level labels might be a decent proxy for political leaning,
they are poor proxies for the credibility of news articles. The down-
stream impact of these changes in labels is studied in terms of their
impact on misinformation detection algorithms, audits for fairness,
and bias reduction procedures. The outcomes for each of these steps
differed based on the granularity of labels. At the same time, the
results indicate the feasibility of a machine-learning approach to
obtain reasonable accuracy and fairness in practical settings.

To help with the development of newer approaches with arti-
cle level labeling, this work introduces a new journalistic quality
dataset with labels for true/fake news and political leaning. The
dataset and the conceptual results aim to pave the way for more
reliable and fair misinformation detection algorithms.
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